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ABSTRACT: This study aimed to examine the effects of an AI-based object detection translation (AI-based 

ODT) application (app) on EFL students’ vocabulary learning. We developed a system that utilized strategies to 

facilitate learners’ vocabulary learning. The app applied dual code theory to present the objects in picture, word, 

and pronunciation formats. Seventy-two elementary school students were divided into lower-ability and higher-

ability groups according to their English proficiency, and were then randomly assigned to the control and 

experimental conditions based on their ability. The learners’ learning performance in the control and 

experimental conditions was compared using a pre-test–post-test design. Through two-way ANOVA analysis, 

we observed that in the experimental group the higher-ability students benefited more from the AI-based ODT 

app technology than did the lower-ability students. This significant difference could be taken as evidence of the 

positive effect of the AI-based ODT app technology, particularly for higher-ability students. 

 

Keywords: Artificial intelligence, Dual code theory, English as a foreign language (EFL), Object detection 
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1. Introduction 
 

1.1. Background and problems of the study 

 

Learning foreign languages can be a challenging but rewarding process for young children. Learning a language 

in countries where that language is not generally spoken can be difficult. Among the language learning skills, the 

use of a foreign language primarily relies on the use of vocabulary as the building blocks of a language. Without 

vocabulary, people cannot communicate or continue to develop their language acquisition (Ramos & Dario, 

2015).  

 

As a result, improving vocabulary learning is essential and a priority in the language learning process in order to 

learn a language well (Tanaka, 2017). Creating an impactful educational setting is crucial for increasing young 

children’s motivation for learning (Weiland & Yoshikawa, 2013). Traditionally, English is taught to children 

using songs, textbook exercises, nursery rhymes, and storybook reading, and a majority of learners apply the rote 

learning strategy for vocabulary memorization based on repetition (Nation, 2013). However, there are some 

common difficulties associated with the rote learning of vocabulary, including the learners easily forgetting 

words and having difficulty recalling them (Chuo & Yen, 2014; Wu & Huang, 2017).  

 

In order to overcome the limitations of rote learning, the provision of effective learning strategies and tools to 

help learners improve their memorization of vocabulary is important. Today’s children are raised in a 

technologically advanced society, which has influenced how they learn in comparison to previous generations. 

Lessons which incorporate technology can help to shape the teaching and learning process to be more inventive. 

It is critical to investigate which technologies can be used in the classroom to engage young non-native-speaking 

pupils in the learning materials and to encourage them to practice English in order to enhance their foreign 

language learning skills (Dalim et al., 2020). 

 

 

1.2. Purpose and scope of this study 

 

This study explored the potential of combining an artificial intelligence (AI) based object detection translation 

(ODT) application (app) and dual code theory design which presented the objects in picture, text, and 

pronunciation formats. The AI-based ODT app was adopted as an innovative way to teach basic English 

vocabulary to young non-native-speaking learners. AI is the general term for the science of artificial intelligence. 

It uses computers to simulate human intelligent behaviors and it trains computers to learn human behaviors such 

as learning, judgment, and decision-making (Yigitcanlar et al., 2020; Zhang & Lu, 2021). Object detection is a 

subset of AI; it uses deep learning to provide a fast and accurate means to predict the location of an object in an 
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image. Deep learning is a powerful machine learning technique that uses multi-layered AI networks in which the 

object detector automatically learns image features required for detection accuracy in tasks. For example, Google 

Translate (see Figure 1) allows learners to explore the world in the language that they are familiar with by just 

pointing the camera lens at the foreign text (Gu, 2019; Liu, 2018). The function of Google Translate is to use AI 

to train computers through machine learning and deep learning technologies in order to predict the most likely 

words, thus providing stronger and more accurate translations (Liu, 2018). 

 

Figure 1. The Google Translate app (Fu, 2016) 

 
 

The Google Translate app has been updated to include 60 new languages. When a camera image is sent, the app 

must first locate the letters in the image. It must filter out the background items and focus on the words that it can 

identify. Second, the app must be able to identify each letter. Deep learning comes into play here. The third step 

is to look up the known letters in a dictionary to check what their particular combination means (see Figure 2) 

(Good, 2015; Vincent, 2019).  

 

Figure 2. Step-by-step process of how the Google Translate app works (Good, 2015) 

  
 

Although the Google Translate app launched the Instant Camera Translation function for mobile phones in 2014, 

thus far, there have been few empirical studies on its application in English learning. Most of the related studies 

have focused on the technical introduction and calculations to improve image recognition (e.g., Chatterjee & 

Bhattacharjee, 2020; de Carvalho et al., 2018; Giovany et al., 2017; Kong et al., 2015; Mezgec et al., 2019; Xie 

et al., 2020) and text recognition (Lee et al., 2017; Yousef et al., 2020; Zhong et al., 2018). Both Giovany’s et al. 

(2017) and Kong’s et al. (2015) studies concentrated on how to improve the recognition of food images, with a 

focus on how to remove unnecessary information due to the cluttered background on the menu, and how to 

improve recognition of the menu text.  

 

In terms of the current computer technology, recognizing “text” is simple for a computer. Because of the fixed 

writing method of text or numbers, the computer can analyze the characters using a database. However, it is 

relatively difficult to detect “objects.” An object involves different compositions and details, the identification of 

which requires more complicated calculations by the computer. This is also one of the reasons why Google 

Translate can only support text recognition and translation functions for objects, but is currently unable to 

support an object detection translation function (see Figure 3). 
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Figure 3. Differences between the text-to-text translation app and the object detection translation app 

 
 

In the present study, we developed a learning system featuring the AI-based ODT app (see Figure 4) based on 

the dual-coding theory (DCT). The dual-coding theory assumes that information is encoded using both visual 

and verbal forms. In the human mind, both visual and verbal information are processed separately via different 

channels. By integrating both visual and verbal channels simultaneously, it will be easier for learners to recall the 

particular memory in the future (Clark & Paivio, 1991; Kanellopoulou et al., 2019; Kassim, 2018). In the study 

of English vocabulary, it has been proven that the dual-coding theory can provide learners with the ability to 

organize and classify words through associations and present the relevance of words with specific pictures, not 

only allowing learners to memorize these words quickly but also helping them to remember the words for a long 

time (Liu, 2016; Liu et al., 2020).  

 

Figure 4. Schematic representation of the ODT app developed by the researchers 

 
 

 

1.3. Benefits of using the ODT app with AI, and the research question 

 

The combination of the AI-based ODT app and the DCT design in this study enabled the presentation of objects 

in picture, text, and pronunciation formats. Learners took photographs of objects, and the AI-based ODT app 

recognized and translated the authentic objects into English/Chinese words with their relevant pronunciation. 

There are two main benefits of using ODT with the application of AI. First, it is expected that well-validated AI 

tools can be used to improve the accuracy and reproducibility of vocabulary learning. Moreover, AI systems 

reproducibly yield the same results when provided with similar inputs, do not suffer from fatigue, and excel at 

finding patterns in large amounts of data. Second, AI tools can augment the efficiency of object detection for 

language learning (Steiner et al., 2021).  

 

Driven by the dual needs for improved accuracy and efficiency, as well as by rapid improvements in technology, 

there are now a growing number of research articles describing promising applications of AI across a wide 

variety of tasks. However, despite these fundamental advances, there are exceptionally few practical 

demonstrations of the integration of AI into language learning.  
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The aim of this study was therefore to explore the potential of an AI-based ODT app for teaching the English 

names of fruit and vegetables to children who do not speak English as their first language. This study aimed to 

answer the following research question: Is there a significant difference in the learning gains of children with 

different abilities due to the teaching platforms in which they experienced second language vocabulary learning? 

 

 

1.4. Contributions of this study 

 

The main contributions of the study include insights into how object recognition translation affects children’s 

interaction with an AI-based application, and influence their learning experience. The more that is known about 

the effect of taking pictures and AI on young non-native children’s English language learning, the more effective 

learning approaches that can be developed. 

 

 

2. Literature review 
 

2.1. Technology-enhanced language learning 

 

Learning and teaching processes have entirely changed as a result of the availability of new interactive computer 

technologies (Burston, 2014; Eslami & Ahmadi, 2019), leading to the development of several fields of study 

such as Computer-Assisted Language Learning, Mobile-Assisted Language Learning, and Computer-Mediated 

Communication. These distinct but overlapping fields of study share a focus on using technology as an assistive 

tool or mediator to enhance the teaching and learning of a second or foreign language (L2) (Chun, 2016). In most 

cases, technology has been used to assist students in accomplishing a variety of language learning objectives 

such as listening comprehension (Ramírez Verdugo & Alonso Belmonte, 2007), reading comprehension (Dreyer 

& Nel, 2003), and vocabulary acquisition (Oberg, 2011). In terms of terminology, Computer-Assisted Language 

Learning (CALL) is a well-established field with a long history, and is often used as a catch-all phrase for 

research on computer use in L2 settings (Bax, 2003; Bax, 2011). In recent years, the term Technology-Enhanced 

Language Learning (TELL) has often been used interchangeably with or even in preference to CALL (Hubbard, 

2013; Walker & White, 2013), as TELL suggests a more inclusive sense of technology interventions enabled by 

a wide variety of technology devices and software applications. As a result, TELL is used in this article to refer 

to the employment of technology in various forms in the application domain of L2 education (Chang & Hung, 

2019). 

 

Many scholars have discussed the advantages of mobile devices in education, including broadening learning 

outside the conventional classroom (Wu, 2016), allowing convenient access to learning materials (Kaliisa et al., 

2019), flexibility in the time and location of study (Loewen et al., 2019), and creating more interaction and 

communication between teachers and students (Wu, 2014). The related studies include the use of mobile devices 

for vocabulary learning (Asmana & Arifani, 2021; Katemba, 2021), reading comprehension (Alnujaidi, 2021; 

Rahimi & Babaei, 2021), sentence construction (Purgina et al., 2017), listening (Islam & Hasan, 2020; Kamasak 

et al., 2021), speaking skills (Almadhady et al., 2019; García Botero et al., 2019; Lutfi, 2020; Xu, 2020), writing 

(Gharehblagh & Nasri, 2020; Krisbiantoro, & Pujiani, 2021), and grammatical development (Ghorbani & Ebadi, 

2020). With the development of smartphones, an increasing number of applications have been developed to offer 

a variety of functions that can assist with English learning. The use of technologies for language learning has 

become nearly ubiquitous. 

 

New technologies (e.g., AI, virtual reality, augmented reality, or wearable technologies) are increasingly 

available (Shadiev et al., 2019). Furthermore, emerging technologies are maturing and are very promising for use 

in language learning and instruction. Studies have shown that technology can promote the learning performance 

of language learners, increase learning motivation, and provide them with more efficient means of language 

learning (Jin, 2018; Shadiev & Huang, 2020). 

 

Shadiev and Yang (2020) reviewed 398 research articles on technology-enhanced language learning and teaching 

from 2014 to 2019. The types of technology used in the articles we reviewed are listed in Table 1 (adopted from 

Shadiev & Yang, 2020). In these articles, the most used technologies were games (n = 49) and online videos (n = 

37). There are, however, few studies that have explored the use of new technologies (e.g., AI n = 0, VR n = 19, 

AR n = 3, wearable technology n = 2) 
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Table 1. Technologies used in language learning and teaching from 2014 to 2019 

Technology Year Total 

 2014 2015 2016 2017 2018 2019  

Game 6 7 6 11 14 5 49 

Online video 5 7 4 6 10 5 37 

Collaborative writing 3 9 8 5 3 7 35 

Corpus 8 5 9 5 2 3 32 

Instant messaging 2 4 4 11 5 5 31 

Automated feedback 6 4 4 4 5 6 29 

Social networking 1 6 4 10 7 1 29 

Websites and digital resources 3 2 5 6 3 6 25 

Virtual reality 0 5 2 4 6 2 19 

Speech recognition 0 3 5 4 3 3 18 

Electronic gloss or annotation 3 1 0 3 2 1 10 

E-books 0 0 3 3 2 1 9 

Electronic dictionary 2 0 3 1 1 1 8 

Intelligent tutoring system 1 1 1 1 0 2 6 

Voice recording 2 0 0 1 2 1 6 

Augmented Reality 0 0 0 2 1 0 3 

Robots 0 1 1 0 1 0 3 

Clicker 0 0 0 0 1 2 3 

Wearable devices 0 0 1 0 1 0 2 

Course management system 2 0 0 0 0 0 2 

Digital library 1 0 0 0 0 0 1 

White board 1 0 0 0 0 0 1 

Unidentified technology 7 6 9 5 9 12 48 

 

 

2.2. AI and language acquisition 

 

Artificial intelligence (AI) is a branch of computer science that focuses on the creation of intelligent machines 

that think and work like humans (Xie et al., 2021). Its goal is to replicate human intelligence in machines that are 

programmed to think and act like humans. AI plays an important role in the technology that supports daily social 

life. Machine learning (ML) is an AI system that can learn on its own by using an algorithm (Rahimy, 2018). 

Deep learning (DL) is a type of machine learning that is used to analyze large amounts of data by using a cascade 

of multilayered convolutional neural networks (CNN) (Lee et al., 2021; Litjens et al., 2017; Shen et al., 2017) 

(see Figure 5).  

 

  Figure 5. Relationships between AI, ML, and DL (Copeland, 2016) 

 
 

The emerging AI technologies in teaching and studying are used to provide more customized, versatile, 

inclusive, and engaging learning, as well as to automate everyday learning activities via automated evaluation 
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and feedback (Gulson et al., 2018; Luckin et al., 2016). Theoretically, AI can assist parents in optimizing their 

children’s early linguistic development, as well as teachers in choosing resources, planning courses, increasing 

attendance, and delivering customized instruction to their students (Porayska-Pomsta, 2016). In its early stages, 

AI in education generally referred to intelligent tutoring systems that aimed to solve problems such as 

automatically improving the operator performance (e.g., Chai et al., 2021; Hwang, 2003; Ross, 1987). 

Nowadays, AI refers to the use of large amounts of data to complete complex tasks. 

 

DL has sparked a surge of interest in business and science over the last decade, revolutionizing the field of 

machine learning by achieving state-of-the-art results in perception tasks such as image and speech recognition 

(Goodfellow et al., 2016). Recently, DL has obtained the top results in a wide range of computer vision issues, 

and has proved to be particularly effective for image recognition (Mezgec et al., 2019), a visual deep learning 

model, in which a convolutional neural network (CNN) is applied. A CNN is made up of thousands of individual 

neurons that can perform complex tasks, such as pixel intensity-based image recognition and classification 

(Rahimy, 2018). In other words, deep learning techniques allow for this automatic learning by absorbing large 

quantities of unstructured data such as text, images, or video (Salloum et al., 2020). 

 

To the best of our knowledge, thus far, there have been only a few studies on the application of AI to language 

learning (i.e., Hasnine et al., 2019; Hasnine et al., 2020; Shadiev et al., 2020). These three studies focused on the 

development of AI-assisted systems for vocabulary learning. They each developed a system which allowed 

students to take pictures with smartphones and then upload them to the web, to be translated using Google 

Translate. Learners could make text or image annotations on the smartphone systems to support their vocabulary 

learning. However, the systems did not directly provide an object detection function or show how to spell or 

pronounce the word in addition to the translation function. 

 

Shadiev et al. (2020) developed a learning system featuring image-to-text recognition (ITR) technology to 

support Russians learning English as a foreign language (see Figure 6). An Android-based mobile learning 

system was developed in their study and was installed on tablet PCs. In contrast to traditional image retrieval by 

typing in keywords, this system allowed users to search by submitting a sample image as their query. The 

Google Images service was employed for the ITR process. This service allows users to search the Web for image 

content. In comparison, the learners in the control group used the conventional approach, looking at the images 

that corresponded to the questions in their textbook. The experimental group outperformed the control group on 

the vocabulary tests.  

 

Figure 6. ITR system image-to-text recognition process (Shadiev et al., 2020) 

 

 
 

(a) Take photo (b) Upload to the ITR system (c) Use the Google Image service to search the 

Web for image content 

 

Hasnine et al. (2019) and Hasnine et al. (2020) created a system that allows students to take pictures that 

they upload as feedback (see Figure 7). The system then examines the visual content of these images and 

creates unique learning contexts on the basis of the visual content. Language learners could connect their 

previous knowledge with new knowledge by using this system, allowing them to review and recall the previously 

acquired vocabulary. Figure 7 illustrates the architecture of the model. In this model, the image encoder is a deep 

convolutional neural network (CNN), which is widely adopted for object recognition and detection tasks. The 

architecture of the model uses the Long Short-Term Memory (LSTM) network which is trained as a language 

model conditioned on image encoding. In the LSTM network, words in the captions are represented with an 
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embedding model where each word is associated with a fixed-length vector representation that is learned during 

training.  

 

Figure 7. Hasnine’s et al. (2019; 2020) system image-to-word recognition process 

 
 

 

3. Methodology 
 

This study aimed to examine the effect of the AI-based ODT app on different ability EFL students’ vocabulary 

learning using a quantitative approach. A randomized subjects, pre-test–post-test control group experimental 

design was adopted. The difference between the experimental group (EG) and the control group (CG) was the 

aid used to support task completion during the classroom activity sessions. Each of the learners in the EG was 

given a smartphone with the AI-based ODT app to finish the task guided by the instructor right after the teaching 

session, whereas the learners in the CG used Google Translate for the task; that is, they were given a vocabulary 

worksheet related to the teaching content. The dependent variable of this study was the different ability students’ 

vocabulary performance on the post-test, and the independent variable was the different teaching platforms the 

students experienced (the AI-based ODT app vs. Google Translate).  

 

Each group’s average difference between the pre- and post-tests was calculated, and the average difference 

scores were compared to determine whether the experimental treatment produced a greater change than the 

control situation. 

 

 

3.1. Participants 

 

There were 72 participants involved in this research. They were students from a public elementary school located 

in a rural area in central Taiwan, and their native language was Mandarin Chinese. The average age of the 

participants was 11 years, with a range of 10 to 12 years. The participants had received formal English education 

in their elementary school for at least one year. 

 

Each participant took the First Step level examination of Anglia English Speakers for Other Languages 

International Examinations (First Step Level of Anglia ESOL Exams) (Anglia Examinations England, 2014). 

The total score for the examination is 100 points. Those who passed the examination (with a passing score of 50) 

could understand the first useful structures such as classroom commands and how to introduce themselves, as 

well as approximately 100 words from familiar categories such as numbers, family members, colors, and 

household items. The mean score for the participants was 76.83. 

 

The participants were divided into higher-level and lower-level groups based on the results of the scores of the 

First Step Level of Anglia ESOL Exams. Stratified sampling was then used to select samples from different level 

participants for the two groups—the experimental group and the control group—which ensured that the two 

groups were equivalent in terms of knowledge and ability.  

 

 

3.2. Instruments 

 

3.2.1 Vocabulary tests 

 

In this research, a test sheet was designed to test the participants’ vocabulary recognition. The 50 target words 

were selected from a daily market shopping experience, including 29 types of fruit and 21 vegetables. The 

participants were required to write the Chinese translation of the English words. The total score of the test was 
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100 points, with every question worth 2 points. The reliability coefficient value of the test was .93, indicating 

high reliability. 

 

 

3.2.2. Class instruction and classroom activity 

 

We planned four target vocabulary lessons, which followed the Presentation, Practice, Production model (PPP 

model) that many foreign language teaching course books are based on (Hutasoit et al., 2020). In the 

Presentation and Practice stages, both the CG and EG followed the same instruction. However, in the Production 

stage, the information exchange activity was applied to the CG by using a crossword puzzle, while in the EG, a 

role play activity was conducted. 

 

Presentation (10 mins): In this stage, the instructor began the class lessons by presenting the target words and 

model sentences. One of the researchers as the instructor introduced the course first and then started to teach the 

vocabulary. Each week, the instructor began the presentation with 8-10 target words and the corresponding 

sentence structures. The instructor used flash cards to lead into the structure to be taught.  

 

Practice and production (80 mins): In the practice stage, the new language was practiced by the students in a 

controlled manner. Students repeated the new words together and then separately right after the teacher to be 

able to say them correctly. In the production stage, the students used the language in context. For the EG, each 

student had a smartphone with the AI-based ODT app, which they could manipulate to scan the fruit or 

vegetables, listen to the pronunciation, and say the words correctly. The students in the CG were shown the same 

fruit or vegetables, and used Google Translate by typing the Chinese. They were asked to pronounce the word in 

English. A snapshot of the exploration time of the EG is shown in Figure 8. 

 

Figure 8. Students used the AI-based ODT app to learn English vocabulary 

 
 

 

3.2.3. The AI-based ODT app 

 

The research team utilized TensorFlow to train the object detection model with the daily fruit data, and provided 

the corresponding English words for the pictures. After training, the model was exported to the mobile app as an 

English language learning tool. For training the object detection model, the camera was used to take 360° photos 

of each fruit, and then approximately 500 different angles of the fruit were chosen from the photos, which were 

arranged in a folder that was labeled with the name of the fruit (Chang et al., 2019; Liu et al., 2021).  

 

Mobile Net was trained using TensorFlow’s open source code tensorflow-for-poets-2, and the bottleneck model 

was used to implement the image recognition model. The training image was 224 pixels wide, and MobileNet’s 

initial relative size was set to 1.0 (see Figure 9). Furthermore, Intel Core i5 2.70 GHz CPU, 4 GB RAM, and a 

100-Mbps network environment were used in the research. The trained modules were connected to the mobile 

phone by using Android Studio 3.0. From the training dataset, two types of fruit, namely oranges and apples, 

were chosen for testing. The rationale for choosing these two types of fruit was that their appearance is similar 

(see Figure 9), making it easy to confuse the image recognition model. 
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We split the dataset into 10 parts and used a 10-fold cross-validation to determine the model’s accuracy. Cross 

validation is a method applied to a model and a data set in an effort to estimate the out of sample errors. The 

relative sizes and pixel settings of different Mobile Nets were then recorded. Following the training, 16 models 

were obtained, and the data from TensorFlow were used for further analysis. We used a tensor board, which is a 

tool for providing the measurements and visualizations needed during the machine learning workflow, to 

compare the recognition rates of 16 image recognition models trained with different parameters, and then we 

chose the best image recognition model for use on mobile phones. Figure 10 shows the training results of the app 

accuracy. The results revealed that this study’s image recognition model was very accurate (98%) (Chang et al., 

2019; Liu, 2018). Figure 8 shows that the EG students used the app to identify the objects (e.g., cabbage and 

carrot) and learned English words with English/Chinese word translations and pronunciation. 

 

Figure 9. Image recognition results for orange (93%) and apple (97%) 

 
 

Figure 10. The accuracy and reliability of the app model 

 
 

 

3.3. Procedure 

 

The total duration of the experiment was 11 weeks. In the first week, all participants were asked to take the First 

Step Level of Anglia ESOL Exams to measure their English proficiency at the beginning of the experiment. 

Stratified sampling was then used to select samples from different level participants for the EG and CG. In the 

second week, the vocabulary pre-test was administered to represent the learners’ prior knowledge of the English 



14 

learning content. In the following paragraphs, the procedure and the content of six vocabulary lessons will be 

illustrated. 

 

In order to reduce the practice effects, the researchers provided a two-week warm-up story reading exercise 

before the experiment began. From weeks 5 to 10, six vocabulary lessons were conducted, with one per week. 

There were 50 target words in total. The vocabulary related to fruit was taught in lessons 1 to 3, including star 

fruit, dragon fruit, and grapes. Next, the target vocabulary related to vegetables was taught in lessons 4 to 6, such 

as cauliflower, cucumber, and garlic. In each 90-min class, we followed the PPP model to teach the target 

vocabulary and provide opportunities for practice. During the class periods with the PPP model, all the 

participants learned the target vocabulary and applied it to the model sentences during the presentation stage. In 

the practice and production stages, the two groups were separated into two different classrooms with different 

activities for practice during which they applied the vocabulary learnt in class. For the EG, each student had a 

smartphone with the AI-based ODT app to scan the fruit or vegetables. The students in the CG were shown the 

same fruit and vegetables and used Google Translate by typing in the Chinese. Both groups were asked to listen 

to the pronunciation and to try to say the words correctly.  

 

After six vocabulary lessons, in week 11, all participants were asked to take the vocabulary post-test. The post-

test had different permutations of the questions from the pre-test. An independent t test was conducted using the 

vocabulary pre-test and post-test to compare the difference of the EG and CG data as the independent variable. 

 

 

4. Results 
 

The pre-test mean score of the EG group was 18.66 and that of the CG group was 23.66. The mean score of all 

participants was 21.17. This result indicated that there was no statistically significant difference between the EG 

and CG groups in the pre-test (t = 1.16, p = .25), indicating that these two groups had similar vocabulary ability 

prior to the experiment.  

 

Table 2. Descriptive data of the different ability students’ test results by treatment 

 N Pre-test Post-test MD 

  M SD M SD  

Higher-ability       

EG  18 30.89 10.91 78.67 16.92 50.00 

CG 18 32.22 24.00 55.33 24.49 22.00 

Total 36 31.56 17.96 67.00 23.88 36.00 

Lower-ability       

EG 18 12.33 4.92 34.67 16.21 22.34 

CG 18 13.00 10.23 28.00 3.50 15.00 

Total 36 12.67 7.88 31.33 12.04 19.29 

 

Figure 11. Higher and lower ability students’ test results by treatment 
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We then employed the pre-test scores for further analysis. The students were divided into different ability groups 

according to their pre-test scores. Students who scored above the mean score in the pre-test were identified as 

higher-ability learners and those who scored at or below the mean score were identified as lower-ability 

learners. This resulted in 36 students in the app treatment (higher-ability M = 28.67, lower-ability M = 12.33) and 

36 in the traditional treatment (higher-ability M = 33.33, lower-ability M = 13.00). There was also no 

significance difference between the higher-ability students (t = .77, p = .44) and lower-ability students (t = .51, p 

= .62) in the two groups on the pre-test (see Table 2, Figure 11). 

 

The data analysis for student achievement was a 2 (Experimental treatment vs. Traditional treatment) × 2 

(Ability Level: Higher-ability vs. Lower-ability) Two-Way Repeated measurement ANOVA on the pre-test and 

post-test (see Table 3). The analysis included between-subjects variables such as treatment and skill level, as 

well as within-subjects variables such as test occasion and problem type. Table 2 shows the post-test results for 

the two types of treatment of the different ability students. The data on each variable’s achievement is discussed 

below. Significant differences in English entering understanding and treatment were found using a 2 x 2 

ANOVA. In terms of English entering knowledge level, students with higher-ability English entering knowledge 

outperformed those with lower-level English entering knowledge by a substantial margin (M = 67.00 and M = 

31.33, respectively), F(1, 72) = 78.93, MS = 22898.00, p = .00*. For treatments, the mean correct scores were 

41.67 for the OTR translation app subjects and 56.67 for the traditional subjects, F(1, 72) = 13.96, MS = 

4050.00, p = .00*. The 2 x 2 ANOVA also yielded a significant two-way interaction for treatment by English 

ability, F(1, 72) = 4.31, MS = 1250.00, p =.04*. This two-way interaction reflected the fact that the OTR 

translation app higher-ability students had considerably higher scores than the traditional higher-ability students 

(M = 78.67 vs. M = 55.33), but the lower-ability students of the two treatments had similar scores (M = 34.67 vs. 

M = 28.00) on the post-test. 

 

Table 3. Test of between-subject effects 

 SS df MS F p 

Treatments 4050.00 1 4050.00 13.96 .00* 

Ability 22898.00 1 22898.00 78.93 .00* 

Treatments x Ability 1250.00 1 1250.00 4.31 .04* 

Error 19728.00 68 290.12   

Total 221976.00 72    

Note. *p < .05. 

 

As the follow-up to the two-way interaction, further univariate analysis of variance revealed that the slight 

difference in post-test scores by treatment for students with lower-ability was not statistically significant (F = 

2.91, p = .54), whereas the difference in scores favoring the AI-based ODT app over the traditional treatment for 

students with higher-ability was significant (F = 11.07, p = .00*). 

 

 

5. Discussion 
 

In terms of vocabulary attainment, there was a substantial difference between the experimental and control 

groups; students who learned using the AI-based ODT app technology scored higher on the post-test than those 

who learned using the non-AI technique. This finding is consistent with the findings of previous research 

(Asmana & Arifani, 2021; Hasnine et al., 2019; Hasnine et al., 2020; Katemba, 2021; Shadiev et al., 2020). First 

of all, the experimental learners learned vocabulary more actively than their counterparts. By integrating the 

word translation and pronunciation, this type of learning based on the Dual-Coding Theory (DCT) differs from 

rote learning (Chuo & Yen, 2014; Wu & Huang, 2017). It is easier for learners to remember vocabulary if both 

the visual and verbal channels are integrated simultaneously while learning the input information (Kassim, 

2018). 

 

According to DCT (Clark & Paivio, 1991; Kanellopoulou et al., 2019; Kassim, 2018), a cognition theory, a 

learner’s memory consists of two separate but interrelated verbal and visual codes for processing information. 

Interestingly, there exists an interconnection between the two separate systems which facilitates dual coding of 

information if not activated independently. Psychologists have demonstrated how our minds respond well to 

words that form a picture, and some studies have found that individuals who read illustrated text outperformed 

those who read text alone (Mayer & Sims, 1994).  

 

In this study, we examined the interconnection between the combination of the AI-based ODT app which is 

responsible for visual capability and speech pronunciation and which provides the verbal capability. The 
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visualized spoken words, based on DCT, may not only improve a learner’s recollection of English vocabulary, 

but also stimulate other information processing such as feature identification and linkage with past knowledge. 

The detailed examination of the pre-post test results provided an insight into how the combination, actualized 

through different teaching platforms (AI and Non-AI with object detection-enabled or disabled), scaffolds 

children’s experiences and learning of a second language (Dalim et al., 2020). 

 

In both experiments, the participants who used the AI-based ODT app platform had a significantly higher 

knowledge gain than those who used the non-AI platform (Google Translate app). Unlike the non-AI teaching 

platform which provides limited ability to manipulate the visual feedback, participants were able to scan objects 

with the AI-based ODT app in a more interactive way. The ability for participants to hold the mobile phone to 

scan and see the input on the screen while remaining in their real environment made the learning more 

interesting. This AI-based ODT app learning activity ensured active learning. Kim (2011) believed that if 

students are actively engaged in the cognitive processes of vocabulary acquisition, they will learn more words 

and retain them for longer. Moreover, because the experimental learning task was considerably more 

complicated and challenging than the traditional activities, the higher-ability students were more involved in this 

activity than the lower-ability students.  

 

Another reason for the above-mentioned outcome was that the experimental learners’ first encounter with this 

technology was a novel and exciting experience for them. According to previous research, when new 

technologies are used in education, they motivate students to participate in the learning process. As a result, 

students are more engaged in the learning process, making it easier for them to comprehend the material (Sahin 

& Yilmaz, 2020). Moreover, the AI-based ODT app is interesting for students and attracts their attention 

(Hasnine et al., 2019; Hasnine et al., 2020; Shadiev et al., 2020). It also helps them achieve their goals. 

According to the literature, AI may maximize children’s early linguistic development, as well as increase 

attendance and provide students with personalized instruction (Porayska-Pomsta, 2016).  

 

According to Venkatesh and Davis (2000), if learners find a system to be simple to use and useful, they will use 

it again. The findings revealed that the majority of the experimental group students approved of the learning 

system and were pleased with its use, as their interaction with the system was simple and clear. The acceptance 

of such systems is largely attributed to the accuracy of their recognition processes (Shadiev & Sun, 2020). To 

train the picture recognition model, a camera was used to take 360° photos of each fruit, and then approximately 

500 different angles of the fruit were chosen from the photos. The results revealed that the proposed image 

recognition model was very accurate (98%) (Chang et al., 2019; Liu, 2018). As a result, the learners found the 

AI-based ODT app to be easy to use. The greatest challenge observed in the use of the Google Translate system 

was the difficulty the children faced in synchronizing their hand movements when typing the Chinese or English 

while searching for the translation; this was especially true for the lower-ability students. 

 

Despite the positive results of this study, there are some limitations that should be noted. For example, for 

training the picture recognition model, we selected only 50 types of fruit and vegetable because of the limitations 

of availability and time. As a result, larger database studies are needed to add more categories to ensure the 

validity of the methodological approach. We also found that the AI based-ODT app benefited the higher-ability 

students more than the lower-ability students. It would be more beneficial if the design of the app could be 

modified to help the lower-ability students learn vocabulary more easily. This would provide a more significant 

contribution to the topic of language learning. 

 

 

6. Conclusion and future work 

 

In this article we have presented an AI based-ODT app for teaching young children who are non-native English 

speakers the English vocabulary for basic fruit and vegetables. Based on previous studies, our system is the first 

AI based-ODT app language-learning tool designed to teach young children. The objectives of this study were to 

ascertain how effective the AI based-ODT app combined with the DCT design was compared to the use of the 

non-AI Google Translate app, and to explore if the use of object detection translation was able to increase the 

effectiveness of vocabulary learning. The findings suggest that the AI-based ODT app could be useful as a 

teaching aid for young children, as it boosts learning engagement and knowledge gain. Real-time interaction 

encourages children to delve more deeply into the learning materials. The participants had positive experiences 

of interacting with the AI-based ODT app interface over the non-AR interface. Our findings conclude that the 

speech-enabled AR interface is usable for younger children even with little or no prior AR experience, and 

provides a motivating factor for their foreign language learning. The results show significant evidence of 

knowledge gain and a positive inclination to use the AR interface over the Google Translate interface.  
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In terms of future work, more research is needed to discover the potential of AI-based ODT for young children’s 

activities. This study could be replicated in other domains where learners could learn about objects by 

differentiating their knowledge. For example, learners learning sign language for special purposes may use the 

app to take photos of sign language to learn the corresponding translations. We also suggest that future studies 

elaborate more on the benefits of ODT for language learning, and determine which of the three functions of the 

app (picture, text, and pronunciation) is the most beneficial and meaningful for language learning. 
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