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ABSTRACT: TechCheck is an assessment of Computational Thinking (CT) for early elementary school children consisting of fifteen developmentally appropriate unplugged challenges that probe six CT domains. The first version of TechCheck showed good psychometric properties as well as ease of administration and scoring in a validation cohort of 768 children between 5 and 9 years of age. To increase sensitivity and reduce possible ceiling and floor effects, grade-specific versions of TechCheck (K, 1, 2) were subsequently created. In the present study, we explored how CT skills could be compared across grades when grade-specific versions of TechCheck are administered. First, we examined TechCheck raw score distributions and responses within CT domains in a representative sample of students from the three grades. Grade-specific Z-scores and percentile rankings were then calculated. To show utility of this normalization system, we used percentiles to compare CT outcomes between first and second graders who participated in a Scratch Jr. coding educational intervention. While TechCheck change scores suggested an unexpected 42.74% difference in CT outcomes between first and second grade, application of the normative scoring system indicated a more plausible 5.17 percentile rank difference between grades. Normative analysis may provide a more meaningful way to compare results across grades when grade-specific versions of TechCheck are used. Implications for the future use of the TechCheck CT assessments are discussed.
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1. Introduction

Computer Science (CS) is an integral part of early childhood education around the world (Fraillon et al., 2018; Hubwieser et al., 2015; White House, 2016). Children as young as preschool age are capable of learning to code with developmentally appropriate platforms (Clements & Gullo, 1984; Papadakis, 2021). One of the most important goals of teaching computer science (CS) to young children is to promote the development of computational thinking (CT) skills that allow for framing and solving problems using computers and other technologies. Acquiring CT skills is not limited to increasing CS knowledge but also can promote skills relevant to other disciplines, problem-solving, and self-expression in everyday life (Barr & Stephenson, 2011; Chen et al., 2017; Wing, 2010, Wing, 2006). There has been increasing interest in CT with many attempts to further define the concept, implement educational initiatives, and to create novel forms of assessment (Bakala et al., 2021; Lye & Koh, 2014; Román-González et al., 2019; Tang et al., 2020, Zhang & Nouri, 2019). Despite these efforts, most CT definitions do not take into account the context of early childhood. To address this gap, Bers (2018) developed a framework consisting of seven powerful ideas from Computer Science that are developmentally appropriate for children ages 4-9. These include the following domains: hardware/software, algorithms, modularity, control structures, representation, debugging, and design process.

There is a recognized need for well-designed and validated CT assessments for young children that can be easily administered in classroom and online settings (Grover & Pea, 2013; Lee et al., 2011; Poulakis & Politis, 2021; Román-González et al., 2019). An ideal CT assessment can be used to monitor students’ progress in learning CT and allow educators to gauge the effectiveness of their lessons and CS curricula. CT assessment can be used to identify students in need of extra support as well as those with exceptional talents (Relkin et al., 2021; Román-González et al., 2019). In the context of research, it can provide new insights into how children’s CT abilities develop and can assist in the development of new curricula and best practices for CS education (Zhang & Nouri, 2019). Various CT assessments for early childhood education have been created but are not always well-characterized. Tang et al. (2020) reported that of the 96 CT assessment studies analyzed (including all ages), only 45% reported reliability measures and only 18% reported validity evidence. The majority of CT assessments with validity evidence were designed for older students. Prior work with older children has helped researchers and educators identify the elements of CT amenable to assessment in early childhood (e.g., Werner et al., 2012), establish the utility of unplugged CT challenges (e.g., Román-González et al., 2018) and demonstrate...
the applicability of item response theory for measuring the psychometric properties of CT assessments (e.g., Chen et al., 2017; Kong & Lai, 2022).

1.1. Assessments of CT for young children

Instruments for assessing CT in older students and adults have existed for some time (Chen et al., 2017; Fraillon et al., 2018; Werner et al., 2012). Many of these instruments are not developmentally appropriate for young children. A common assessment approach involves the use of coding exercises that are designed to elicit the same type of logic and reasoning that is involved in programming. However, coding-based assessments require prior knowledge of a coding language and can confound coding ability with CT skills (Yadav et al., 2017). Assessments that require knowledge of coding cannot readily be used to assess baseline CT abilities in coding-naive students. In addition, research with older children has indicated that coding can become automatic and coding exercises may therefore not effectively probe CT (Werner et al., 2014).

There have been several attempts to create CT assessments for early childhood. Many CT instruments designed for early age groups utilize portfolio analysis, including interviews and/or observational methods (Bakala et al., 2021). For example, Midura and Levy (2010) used pre-programmed LEGO robotics construction tasks which they presented to kindergarten-age children. The children’s CT level was qualitatively assessed by analyzing the terms that children used to describe the robot’s actions as it navigated through a constructed environment. Children who attributed the robot’s actions to magic or personification were given low CT skills ratings and those who provided mechanical explanations were considered more advanced. Wang et al. (2014) used a similar approach with 5-to-9-year-old children, who were asked open-ended questions about a tangible programming task that they created called “T-maze.” “T-maze” uses TopCode to convert physical programs into digital code (Horn, 2012). The researchers identified elements of CT in the children’s responses (e.g., abstraction, decomposition) as a basis for determining whether the children grasped these concepts. Bers et al. (2014) created a checklist to assess programs created by kindergarteners (ages 4.9 to 6.5 years old) exposed to a tangible and graphical programming language called CHERP (Creative Hybrid Environment for Robotics Programming). During one session, children were tasked with programming their robot to dance the “Hokey Pokey.” The researchers then assessed four CT concepts by scoring children’s projects on a Likert scale. Moore et al. (2020) used task and interview techniques to assess CT. Three participants were videotaped while they were interviewed and performed tasks using the Code and Go Robot Mouse Coding Activity (Learning Resources, Vernon Hills, IL). Researchers explored qualitatively how children use representations and translations to invent strategies for solving problems. Portelance and Bers (2015) conducted an exploratory study that assessed CT in young children by analyzing ScratchJr artifact-based video interviews of students in pairs. Researchers then analyzed videos of the dyads using holistic coding to identify categories.

Some effort has been put into creating activity-based CT assessments for young children. Marinus et al. (2018) created the Coding Development (CODE) Test 3–6 (for children between 3 and 6 years of age), which uses the robot Cubetto. CODE requires children to program the robot to go to a specified location on a mat by inserting wooden blocks into a “remote control.” The task is to either build the program from scratch or debug an existing program. Children are given maximally three trials to complete each of the 13 items, with more points being awarded if fewer attempts are needed. Although the authors state that CODE is meant to measure CT, their assessment requires coding knowledge raising the possibility that their assessment conflates coding with CT skills. Clarke-Midura et al. (2021) are in the development stage of attempting to use evidence-centered design to develop a task-based assessment of CT for kindergarten-age children.

It is advantageous to be able to measure CT skills in children regardless of whether they have past knowledge or experience with computer programming (Grover et al., 2014). With this in mind, researchers began exploring the use of code-free instruments to assess CT skills in children. CT is exercised in the context of many “unplugged” activities (Bell & Vahrenhold, 2018; Zapata-Cáceres et al., 2020). Unplugged activities involve puzzles, games and exercises that exemplify CS concepts without requiring knowledge of coding or the use of computers. An unplugged activity typically involves a set of artifacts and procedures that are well-known to most school-age children. Unplugged activities have been used to teach CS concepts for over two decades (e.g., CSUnplugged.com; code.org), and in recent years have started to be used for the purposes of assessment. It has been argued that the unplugged assessments offer advantages because they do not rely on a particular computer language or curricula and are therefore purer reflections of CT abilities (Dagiené & Futschek, 2008).

Studies were published in 2018, 2020, 2021, and 2022 on five different unplugged CT assessments designed specifically for young children. The CTt for Beginners (BCTt) (Zapata-Cáceres et al., 2020), The Competent Computational Thinking Test (cCTt) (El-Hamamsy et al., 2022), TechCheck (Relkin et al., 2020), the
Computerized Adaptive Programming Concepts Test (CAPCT) (Hogenboom et al., 2021), and the Computational Thinking Assessment (CTA) (Tran, 2018). All four use unplugged challenges to probe CT domains and can be administered to children who lack prior coding experience. These instruments differ in the types of unplugged challenges they include, the CT domains assessed, the age ranges they cover, and the time required to complete and score the respective assessments (see Table 1). Some of the concepts probed by the BCTt, the CAPCT, and the CTA such as complex conditionals may be problematic for younger children on developmental grounds (Barrouillet & Lecas, 1999; Janveau-Brennan & Markovits, 1999; Muller et al., 2001). In addition, the CAPCT and the CTA require more advanced language and mathematical skills than typical K-2 students possess.

Table 1. A comparison of four unplugged CT measures for young children

<table>
<thead>
<tr>
<th>CT Concepts</th>
<th>The CT for Beginners (BCTt)</th>
<th>The Competent Computational Thinking Test (cCTt)</th>
<th>TechCheck</th>
<th>Computerized Adaptive Programming Concepts Test (CAPCT)</th>
<th>Computational Thinking Assessment (CTA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT Concepts</td>
<td>Sequences, Loops (Simple, Nested), Conditionals (If-Then, If-Then-Else, While)</td>
<td>Sequences, Loops (Simple, Nested), Conditionals (If-Then, If-Then-Else, While)</td>
<td>Algorithms, Modularity, Debugging, Hardware/Software, Control Structures, Representation</td>
<td>Basic Sequences, Loops, Conditions (If &amp; If-Else Statements), Debugging, Multiple Agents, Procedures, Generalization</td>
<td>Sequences, Algorithms, Loops, Debugging, Conditionals</td>
</tr>
<tr>
<td>Format Type</td>
<td>Pen and paper Multiple choice</td>
<td>Pen and paper Multiple choice</td>
<td>Pen and paper Online Multiple choice</td>
<td>Online Adaptive</td>
<td>Pen and paper Yes/No Prose responses</td>
</tr>
<tr>
<td>Items</td>
<td>25 items</td>
<td>25 items</td>
<td>15 items</td>
<td>4486 items (utilizes alternative forms of the same items)</td>
<td>10 items</td>
</tr>
<tr>
<td>Administrator Needed</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Average Testing Time</td>
<td>40 minutes</td>
<td>30-35 minutes</td>
<td>13 minutes</td>
<td>Children play for as long as they want</td>
<td>6-10 minutes</td>
</tr>
<tr>
<td>Sample Age Range</td>
<td>299 students 5-12 (1-6th grade)</td>
<td>1519 students 7-9 (3-4th grade)</td>
<td>1844 students 3-9 (PreK-2nd grade)</td>
<td>93,341 students 6-13 (1-7th grade)</td>
<td>183 students N/A (3rd grade) Not yet validated in younger children</td>
</tr>
</tbody>
</table>

Note. The CTt for Beginners (BCTt) (Zapata-Cáceres et al., 2020), The Competent Computational Thinking test (cCTt) (El-Hamamsy et al., 2022); TechCheck (Relkin et al., 2020), the Computerized Adaptive Programming Concepts Test (CAPCT) (Hogenboom et al., 2021), the Computational Thinking Assessment (CTA) (Tran, 2018).

1.2. Design, validation, and implementation of the original TechCheck assessment

TechCheck, an unplugged CT assessment for young children, was developed based on six of the seven powerful ideas of CS put forth by Bers (2018) (Relkin et al., 2020). The excluded powerful idea, Design Process, is an iterative and open-ended process that does not lend itself to a short multiple-choice assessment. TechCheck was initially tested in a cohort of 768 first and second graders (ages 5-9) participating in a research study involving the CAL-KIBO curriculum. TechCheck showed good reliability and validity according to classical test theory.
(CTT) and item response theory (IRT), models that are commonly used to better understand the relationship of assessment items to the underlying concepts being measured (Kingsbury & Weiss, 1983). The mean difficulty index of all items was $-1.25$ (range $= -2.63, .7$), the mean discrimination index was $1.03$ (range $= 0.65, 1.41$). The coefficient alpha indicated a moderate reliability ($\alpha = 0.68$) (Hinton et al., 2004). The assessment scores were normally distributed, and the assessment readily distinguished among young children with different CT abilities. TechCheck scores correlated moderately ($r = .53, p < .001$) with a previously validated CT assessment tool called TACTIC-KIBO (Relkin & Bers, 2019).

### 1.3. Grade-specific TechCheck versions

There are now three grade specific versions of TechCheck TechCheck-K, TechCheck-1, and TechCheck-2 that are optimal for kindergarten, first and second/ third graders respectively (See Figure 1). When TechCheck-1 was administered to kindergarten students, it became apparent that certain modifications were required. Previous research has shown that the working memory of children of kindergarten age (~5 years old) limits them to hold an average of three items in immediate memory, compared to children in first and second grade (~6-9 years old) who can hold an average of four items (Cowan, 2016; Simmering, 2012). This limit can potentially impact kindergartener’s performance on multiple-choice assessments. Consequently, the number of response options was reduced from four to three in TechCheck-K (the kindergarten version). TechCheck-K was administered to $N = 89$ 5-6-year-old students and the percentage of correct responses for each item on TechCheck-K closely paralleled that observed with TechCheck-1. We also noted a strong and significant correlation between the percentages correct on the two versions ($r = 0.76, p < .001$) (Relkin & Bers, 2021).

![Figure 1. Sample TechCheck “algorithms” questions](image-url)

To create a version of TechCheck with improved psychometric properties for second graders, an item analysis of all the TechCheck-1 questions was conducted. Questions that had low difficulty, discrimination, and/or point biserial correlations were modified (Relkin, 2021). TechCheck-2 was administered to $N = 63$ second graders. The level of difficulty was increased in this version to mitigate a previously observed ceiling effect found when second grade students took TechCheck-1. TechCheck-2 readily distinguished among young children with different CT abilities. Item equivalency to the original version of TechCheck was confirmed and the coefficient alpha was slightly higher ($\alpha = 0.74$) than with the original assessment, (TechCheck-1). A paired sample t-test between baseline TechCheck and endpoint TechCheck was significant $t = 4.01, df = 62, p < .0001$.

### 1.4. The present study

Among existing CT measures, there has been relatively little attention paid to methods for comparing CT skills across grades. The ability to perform cross-grade comparisons of CT skills is essential for assessing the applicability of CS curricula and coding platforms to specific age groups. The present study examines baseline performance on three versions of TechCheck (TechCheck-K, TechCheck-1, and TechCheck-2 respectively) and applies item analysis to identify differences between these three grade-specific versions. Normalization using Z-
scores and percentile ranks was then introduced to allow comparison of performance on TechCheck across three grades (K, 1, 2). This study was conducted to answer the research question:

How can CT skills be compared across grades K, 1, and 2 when using three grade-specific versions of TechCheck?

2. Method

2.1. Participants

To examine the distribution of TechCheck scores across grades, we collected data from children in grades K-2 located in six different states across the USA. All assessments were administered prior to initiation of any formal coding instruction. Table 2 summarizes the demographic information for participants by their grade. Altogether, 1948 students were included in this analysis. A total of n = 395 kindergarteners, n = 935 first graders, and n = 618 second graders participated. The average student age was 6.64, SD = .84 with a minimum age of 4 and a maximum age of 9. There were also similar numbers of males (n = 725) and females (n = 728) in the three grades. Of the n = 1399 students from which we obtained race/ethnicity information, the most common race/ethnicity was White (58.89%) followed in frequency by Hispanic/ Latino (15.08%), Black (14.87%), Biracial/Multiracial (5.72%), Asian/Pacific Islander (4.15%), and other (1.30%) respectively. The group characterized as "other" consisted of children identified as American Indian, Alaskan Native, Pacific Islander or Native Hawaiian.

To explore the utility of the normalized scoring technique for comparing CT performance across grades we analyzed data we collected in a longitudinal study carried out in the states of California, Minnesota, and Arkansas involving administration of a coding curriculum called CAL-ScratchJr to a total of n = 163 students in kindergarten, first, and second grade (Bers et al., in press).

<table>
<thead>
<tr>
<th>Table 2. Demographics of pilot study participants by grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of students</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Mean Age (SD)</td>
</tr>
<tr>
<td>Missing data</td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Missing data</td>
</tr>
<tr>
<td>Race</td>
</tr>
<tr>
<td>Black/African American</td>
</tr>
<tr>
<td>Hispanic/ Latino</td>
</tr>
<tr>
<td>Biracial/Multiracial</td>
</tr>
<tr>
<td>White</td>
</tr>
<tr>
<td>Asian</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Missing data</td>
</tr>
</tbody>
</table>

Note. There is missing demographic data because some schools only shared limited information.

2.2. Procedure

This study was initiated prior to the onset of the COVID-19 pandemic but was completed while the pandemic was in progress. As a consequence, different formats of administration of the TechCheck assessments were used over the course of this study. Some children were assessed in person while others participated virtually. Some assessments were carried out in group settings and others were conducted one-on-one. Some participants provided responses on paper while others used an online survey platform.

Regardless of the format, administrators were trained and certified to administer the assessment in a consistent fashion. Across all formats of administration, each question was read out loud to the students by an administrator who asked them to provide a single answer from a set of multiple-choice responses. There were two practice
questions that were included at the beginning of the assessment to ensure that children felt comfortable with the format of administration and knew how to indicate their answers. Students were allowed to take breaks for up to 5 minutes during the assessment. Students were instructed to guess if they did not know the answer. Administrators were instructed to indicate any abnormal issues that occurred during testing in an error log. That information was later used to clean the data.

2.3. Data analysis

All statistical analyses and plots were conducted and created using R Studio version 1.2 (R Core Team, 2019) and Microsoft Excel version 16.23. Only students’ baseline scores prior to receiving the CAL-ScratchJr coding curriculum were used in this analysis (Bers et al., in press). Descriptive statistics as well as data screening was conducted to examine assumptions for normality and linearity. A one-way ANOVA was conducted to explore differences between the three versions of the TechCheck assessments. Crossed random effects multi-level models were estimated to examine the relationship between domain specific scores and grade. Lastly, normalization was applied using Z-scores and percentile ranks.

3. Results

3.1. Descriptive statistics

The average total scores were $M = 7.48$ ($SD = 2.52$) on TechCheck-K, $M = 7.98$ ($SD = 2.46$) on TechCheck-1, and $M = 9.29$ ($SD = 2.75$) on TechCheck-2 out of a possible 15 points correct. Skewness and kurtosis values were within $|2|$ ranging from -0.41 to 0.20 indicating the distributions were approximately normal for all three versions of the assessment (See Table 3). Density plots of each grade/assessment type also showed normal distributions with the second grade’s cohort appearing to have a slightly more rightward skew than the other two grades (see Figure 2). Examination of Z- scores for kindergarten, first, and second grade revealed no extreme outliers of $|3|$ or greater (Iglewicz & Hoaglin, 1993).

Table 3. Descriptive statistics for continuous variables

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean (SD)</th>
<th>Min</th>
<th>Max</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>TechCheck-K</td>
<td>395</td>
<td>7.48 (2.52)</td>
<td>0</td>
<td>14</td>
<td>0.19</td>
<td>-0.41</td>
</tr>
<tr>
<td>TechCheck-1</td>
<td>935</td>
<td>7.98(2.46)</td>
<td>0</td>
<td>15</td>
<td>0.02</td>
<td>-0.25</td>
</tr>
<tr>
<td>TechCheck-2</td>
<td>618</td>
<td>7.48(2.75)</td>
<td>0</td>
<td>15</td>
<td>0.20</td>
<td>-0.23</td>
</tr>
</tbody>
</table>

Note. Data in this table reflect scores on each version of TechCheck when administered to students prior to coding instruction.

Figure 2. Density plots of the three TechCheck assessments

Note. Density plots of total scores for TechCheck-K (orange, Kindergarten), TechCheck-1 (blue, First grade), and TechCheck-2 (green, Second grade).
3.2. Differences between versions

To explore if the three grades’ scores were significantly different from one another, a one-way ANOVA was conducted. This analysis showed baseline TechCheck scores were significantly different across grades $F(2, 1841) = 7.71, p < .001$. Tukey’s HSD post-hoc test revealed a significant difference between first grade and kindergarteners ($d = .42$, $p = .02$) as well as between first grade and second grade ($d = .49$, $p < .001$).

To examine the possible basis for the observed differences between grades, item analysis was carried out by calculating percent correct responses within groups of questions corresponding to the six CT domains measured by TechCheck. When comparing the percentage correct at baseline for kindergarten, first, and second grade, the pattern of response is similar across the majority of domains (see Figure 3).

To establish whether the scores were statistically different within and across domains, we conducted a crossed random-effects multilevel model using REML estimation. In this model, CT domain and child were crossed and grade was a fixed effect predicting the CT domain score. The Intra-Class Correlation (ICC) was .37, which indicates that about 37% of the variation in CT domain percent correct was between domains (with the remaining percentage being differences between students across domains). A random effect of the intercept for the student variable was subsequently added to the model. The deviance significantly decreased, and the likelihood ratio test was significant, indicating the model with a random effect for both domain and student had a better fit ($\Delta \chi^2(1) = 90.68, p < .0001$) (in other words, there were overall differences between students when considering all domains together). Lastly, we added the predictor of grade (type of assessment administered). This addition significantly decreased deviance in the model ($\Delta \chi^2(1) = 16.59, p < .0001$), indicating that there is a difference across domains by grade. Upon examining the random effects, between-subjects variance attributable to the student and domain was .01 and .23 respectively. This indicates CT domain had a moderate contribution to the total variance (see Table 12). ICC of the final model was .36 suggesting approximately 36% of the variation is between domains.

![Figure 3](image)

*Figure 3. Three versions of TechCheck percentage correct by CT domain*

To permit comparison of TechCheck scores across the three grades, normalization techniques were carried out using Z-scores and percentile ranks. Results are shown in Figure 4. Consistent with the findings presented above, Z-scores and percentile scores appear similar in kindergarten and first grade but differ in second grade.

3.3. Normalization of scores

To permit comparison of TechCheck scores across the three grades, normalization techniques were carried out using Z-scores and percentile ranks. Results are shown in Figure 4. Consistent with the findings presented above, Z-scores and percentile scores appear similar in kindergarten and first grade but differ in second grade.
Figure 4. Z-scores and percentile rank norming for each of the three assessments/grades

<table>
<thead>
<tr>
<th>TechCheck Raw Score</th>
<th>Kindergarten</th>
<th>First</th>
<th>Second</th>
<th>Kindergarten</th>
<th>First</th>
<th>Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.56</td>
<td>-2.82</td>
<td>-2.59</td>
<td>0.52</td>
<td>0.24</td>
<td>0.48</td>
</tr>
<tr>
<td>2</td>
<td>-2.17</td>
<td>-2.4</td>
<td>-2.2</td>
<td>1.52</td>
<td>0.82</td>
<td>1.39</td>
</tr>
<tr>
<td>3</td>
<td>-1.77</td>
<td>-2</td>
<td>-1.61</td>
<td>3.84</td>
<td>2.26</td>
<td>3.51</td>
</tr>
<tr>
<td>4</td>
<td>-1.38</td>
<td>-1.59</td>
<td>-1.42</td>
<td>8.38</td>
<td>5.59</td>
<td>7.78</td>
</tr>
<tr>
<td>5</td>
<td>-0.98</td>
<td>-1.18</td>
<td>-1.03</td>
<td>16.35</td>
<td>11.9</td>
<td>15.15</td>
</tr>
<tr>
<td>6</td>
<td>-0.59</td>
<td>-0.78</td>
<td>-0.64</td>
<td>27.76</td>
<td>21.77</td>
<td>26.11</td>
</tr>
<tr>
<td>7</td>
<td>-0.19</td>
<td>-0.36</td>
<td>-0.25</td>
<td>42.46</td>
<td>35.94</td>
<td>40.13</td>
</tr>
<tr>
<td>8</td>
<td>0.21</td>
<td>0.04</td>
<td>0.14</td>
<td>56.32</td>
<td>51.59</td>
<td>55.57</td>
</tr>
<tr>
<td>9</td>
<td>0.6</td>
<td>0.45</td>
<td>0.53</td>
<td>72.57</td>
<td>67.36</td>
<td>70.19</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.86</td>
<td>0.92</td>
<td>84.13</td>
<td>80.51</td>
<td>82.12</td>
</tr>
<tr>
<td>11</td>
<td>1.39</td>
<td>1.27</td>
<td>1.31</td>
<td>91.77</td>
<td>89.8</td>
<td>90.49</td>
</tr>
<tr>
<td>12</td>
<td>1.79</td>
<td>1.67</td>
<td>1.69</td>
<td>96.41</td>
<td>95.25</td>
<td>95.45</td>
</tr>
<tr>
<td>13</td>
<td>2.18</td>
<td>2.08</td>
<td>2.08</td>
<td>98.54</td>
<td>98.12</td>
<td>98.12</td>
</tr>
<tr>
<td>14</td>
<td>2.58</td>
<td>2.49</td>
<td>2.47</td>
<td>99.51</td>
<td>99.36</td>
<td>99.32</td>
</tr>
<tr>
<td>15</td>
<td>2.97</td>
<td>2.9</td>
<td>2.86</td>
<td>99.85</td>
<td>99.81</td>
<td>99.79</td>
</tr>
</tbody>
</table>

Note. Z scores and Percentiles were calculated for each possible score (0-15 points) on TechCheck-K, TechCheck-1, and TechCheck-2. These scores can be used to compare scores from those who took the different versions of TechCheck.

3.4. Field test of normalized scoring system

In a ScratchJr pilot longitudinal study (Bers et al., in press), students were observed to improve significantly on TechCheck after exposure to a coding curriculum. First graders’ average percentile at baseline was improved by 1.17 points on TechCheck-1 (baseline score = 7.81, end point score = 8.98 raw points) while second graders’ scores increased by 1.67 points on TechCheck-2 (baseline score = 9.29, end post score = 10.95 raw points). Direct comparison of these mean change score results could be interpreted as showing a 42.74% greater change in second versus first graders. However, when expressed in terms of percentile changes using the normative scoring system first graders scored at the 43.40 percentile at baseline and at the 49.48 percentile after engagement in the CAL-ScratchJr curriculum (delta = 15.07). Second grade students scored at the 59.47 percentile at baseline and 73.02 percentile at the endpoint (delta = 20.24). Thus, first graders and second graders differed in outcome by only 5.17 percentile ranks when TechCheck score distributions were taken into account (See Figure 5).

Figure 5. Raw change score vs normalized change scores for a pilot CAL-ScratchJr pilot longitudinal study
4. Discussion

TechCheck was originally developed to fulfill the need for a well-characterized, developmentally appropriate CT assessment for early elementary school children. The original version (TechCheck-1) has shown considerable promise in children between the ages of 5-9. However, experience using the instrument revealed a possible ceiling effect in second graders and evidence of literacy/working memory limitations in kindergarteners. To address this, two modified versions were created (TechCheck-K and TechCheck-2) to supplement the original TechCheck-1 which is most suitable for first grade students. In the current study, we compared baseline performance across grades using these three versions of TechCheck. We found that means and distributions differed across the three grade levels. Kindergarteners, first graders and second graders performed similarly by CT domain on the three versions of TechCheck.

Item analysis also showed small distinctions in responses across domains for the three grades-specific versions of TechCheck. The relative consistency of the pattern of responses across domains suggests these three versions of TechCheck are equivalent and developmentally appropriate for students across grades. The crossed random effects model provided evidence of differences in response patterns across domains but did not implicate particular domains as the basis for differences (Figure 3). To permit more meaningful cross-grade comparisons, we calculated Z-scores and percentile ranks for each grade from baseline data obtained from a large group of students. The creation of Z-score and percentile rank tables for the three versions of TechCheck offers certain advantages compared to raw scores in terms of understanding and communicating CT results. Raw scores can be difficult to interpret, particularly when score distributions differ across grades. When designing an assessment with the intention of comparing multiple grades/ages of students or following children longitudinally, many different techniques can be applied. One technique is to give children of different ages the same set of questions. This was our original plan for TechCheck. However, this resulted in ceiling effects in second graders and possible floor effects in kindergarten students. Another method is to create an adaptive assessment such as the approach taken by Hogenboom et al. (2021) with the CAPCT assessment. However, while this approach offers certain advantages, it does require a more complex system of administration, scoring, and interpretation. Typically, adaptive assessments employ larger numbers of questions and a broader scope of difficulty than is the case with TechCheck.

Standardizing scores is a common practice in large-scale educational assessment (Weiss, 2016). Although the present study does not utilize samples that are adequately representative of the populations in which they may be used, we chose to take an initial step towards normalization of the assessments for multiple reasons. The TechCheck data obtained to date has been normally distributed which facilitates the calculation of Z-scores. Percentile ranks based on Z-scores are familiar to many educators, parents, and administrators, making it easier for them to understand student performance and progress. Standardized scores can be used to compare students’ performance to that of their peers. Percentile ranks can be conveyed to parents in a way that is easily understood. By providing a metric that can be used to evaluate students’ progress from grade to grade, standardized scores can help schools evaluate the effectiveness of their programs. Standardized score benchmarks can be established to identify whose performance is significantly above or below expectations for grade. Growth norms can also be calculated, so that teachers can compare how much their students improved relative to other students (Set, 2018). Norms for different populations and cultures can be created to help researchers and practitioners compare performance cross-culturally. While the present results are a meaningful step towards normalization, data from larger, more representative populations of students will be required before the results can be considered fully standardized.

Percentile ranks take into account differences in the distributions of scores in ways that using raw score means alone cannot. This can be helpful when comparing performance across grades in longitudinal studies. For example, there was an unexpected 42.74% difference between the TechCheck change scores of first and second graders in the CAL-ScratchJr longitudinal study. However, when expressed in terms of percentile rank changes, this represented a relatively modest 5.17 percentile rank difference in outcome between grades. Percentile rank changes may therefore provide a more meaningful way to compare results from two or more grades when different versions of TechCheck are used for assessment.

5. Limitations and future directions

TechCheck has been successfully administered in a variety of formats including in-person or remotely, online and on paper, to groups of students and individuals in many countries. The instrument has been translated into several languages in addition to English (i.e., Spanish, Turkish, Chinese, Dutch) for use in a variety of
educational and research settings around the world. Feedback from students, parents, teachers, and administrators have been remarkably positive. It is apparent that the assessment is easy to administer and score and that children enjoy taking it.

Although the multiple-choice format makes the assessment easy to administer and score, it also does not lend itself to creative self-expression and open-ended problem solving which is a significant part of CT. Thus, one of Bers’ seven powerful ideas, Design Process, could not be probed in TechCheck. In addition, the possibility of guessing the correct answer is something that must be taken into account when interpreting multiple-choice results. Future studies should use item response theory statistical techniques such as 3pl models that take into account guessing. Román-González et al. (2019) pointed out that CT assessments often focus on “concepts rather than “practices and perspectives,” and as a consequence become “static and decontextualized” (p. 91). Other testing formats such as collection of CT telemetry data applied to real-time programming and/or individualized adaptive assessments may address these concerns.

The normalization carried out in this study is based upon data from cohorts of children in six US states constituting a relatively diverse sample. Nevertheless, our findings are subject to potential biases inherent in cohort studies including the sample not being fully representative of all children in the target age groups. While the cohorts were relatively balanced in terms of variables such as gender and race/ethnicity, other potential covariates such as socioeconomic status were not examined.

A new version of the assessment suitable for preschool age children ages 3-5 called TechCheck-PreK was recently validated. Future studies should explore whether the assessment can be used with neuro-diverse children and in other contexts. The goal of these efforts is to establish TechCheck as an assessment that can be used in a wide variety of research and real-world educational settings and assist in identifying the best CS educational practices to enhance the acquisition of CT in children.
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