
Li, S., Zheng, J., & Lajoie, S. P. (2022). Temporal Structures and Sequential Patterns of Self-regulated Learning Behaviors in 

Problem Solving with an Intelligent Tutoring System. Educational Technology & Society, 25 (4), 1-14.   

1 
ISSN 1436-4522 (online) and 1176-3647 (print). This article of the journal of Educational Technology & Society is available under Creative Commons CC-BY-NC-ND 

3.0 license (https://creativecommons.org/licenses/by-nc-nd/3.0/). For further queries, please contact Journal Editors at ets.editors@gmail.com. 

 

Temporal Structures and Sequential Patterns of Self-regulated Learning 

Behaviors in Problem Solving with an Intelligent Tutoring System 

 

Shan Li*, Juan Zheng and Susanne P. Lajoie 
Department of Educational and Counselling Psychology, McGill University, Montreal, QC, Canada 

shan.li2@mail.mcgill.ca // juan.zheng@mail.mcgill.ca // susanne.lajoie@mcgill.ca  
*Corresponding author 

 

(Submitted July 7, 2021; Revised November 16, 2021; Accepted November 28, 2021) 

 

ABSTRACT: Examining the sequential patterns of self-regulated learning (SRL) behaviors is gaining popularity 

to understand students’ performance differences. However, few studies have looked at the transition probabilities 

among different SRL behaviors. Moreover, there is a lack of research investigating the temporal structures of 

students’ SRL behaviors (e.g., repetitiveness and predictability) and how they related to students’ performance. 

In this study, 75 students from a top North American university were tasked to diagnose a virtual patient in an 

intelligent tutoring system. We used recurrence quantification analysis and sequential analysis to analyze the 

temporal structures and sequential patterns of students’ SRL behaviors. We compared the differences between 

low and high performers. We found that low performers had more single, isolated recurrent behaviors in 

problem-solving, whereas the recurrent behaviors of high performers were more likely to be part of a behavioral 

sequence. High performers also demonstrated a higher transition probability across the three phases of SRL than 

low performers. In addition, high performers were unique in that their behavioral state transitions were cyclically 

sustained. This study provided researchers with theoretical insights regarding the cyclical nature of SRL. This 

study has also methodological contributions to the analysis of the temporal structures of SRL behaviors. 

 

Keywords: Self-regulated learning, SRL behavior, Recurrence quantification analysis, Temporal structure, 

Intelligent tutoring system 

 

 

1. Introduction 
 

Research in self-regulated learning (SRL) over the past three decades has generated numerous theoretical 

perspectives on its features, components, phases or subprocesses, and mechanisms, as well as a substantial 

number of empirical studies (Boekaerts & Niemivirta, 2000; Greene & Azevedo, 2007; Pintrich, 2004; Schunk & 

Greene, 2017; Winne, 2017; Zimmerman, 2000). Despite the divergent research base, researchers have reached 

the same conclusion that SRL is essential to high performance in all sorts of learning and problem-solving 

activities (Broadbent et al., 2020). For this reason, SRL has become a core theoretical framework to understand 

performance differences among learners across various disciplines and learning contexts. Moreover, researchers 

generally agree that SRL is a dynamic and cyclical process comprising a series of events that unfold over time in 

learning tasks (Azevedo, 2014; Panadero, 2017). Therefore, there has been a growing interest in analyzing the 

features of SRL behaviors, which could provide direct insights on the factors that distinguish self-regulated 

learners from those lacking SRL competency and the optimal pathway to excellent performance. 

 

Perhaps the most simple and straightforward way to analyze the features of SRL behaviors is through descriptive 

analysis, which yields a number of descriptive measures such as the total number, frequency, and variance of 

SRL behaviors. However, descriptive statistics can be misleading if the data is significantly skewed or contains 

outliers. Descriptive statistics also reduce the information about how SRL behaviors temporally unfold over 

time. In this study, we introduced an analytical approach, namely recurrence quantification analysis (RQA), to 

study the temporal structures of SRL behaviors. In particular, RQA was developed to characterize the temporal 

properties of elements (e.g., repetitiveness and predictability) in event- or time-series data (Wallot, 2017). It 

provides a number of indices to describe the features of SRL behaviors without losing their richness and 

temporal information. To our knowledge, no previous attempts have been made to analyze the features of SRL 

behaviors using the RQA method, which we deem will generate new knowledge about the SRL process.  

 

In addition, researchers are increasingly using advanced analytical methods to uncover the sequential patterns of 

SRL behaviors in an effort to understand students’ SRL strategies and dispositions (Yu et al., 2021). However, 

there is limited research examining the sequential patterns of SRL behaviors with a focus on the transition 

probabilities between SRL behaviors. Moreover, the explanation of the SRL behavioral patterns is often confined 

to a specific research context, leaving little discussion on the theoretical specifications of SRL (e.g., the cyclical 

nature of SRL) that are represented by those patterns (Paans et al., 2019). 
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For this study, we take the initiative to demonstrate how RQA can be used to quantify the temporal structures of 

SRL behaviors and what insights can be brought forth by this method in an empirical study. Moreover, we 

examine the sequential patterns of SRL behaviors to understand students’ SRL strategies and dispositions. This 

study contributes to the SRL literature in both methodological and theoretical dimensions.  

 

 

2. Theoretical background 
 

2.1. Self-regulated learning  

 

Self-regulated learning (SRL) is a cyclical process whereby learners purposefully control and monitor their 

learning or problem-solving strategies in the dimensions of cognition, metacognition, motivation, and emotion, 

to achieve predetermined goals (Greene & Azevedo, 2007; Li & Lajoie, 2021; Pintrich, 2004; Schunk & Greene, 

2017; Winne, 2017; Zimmerman, 2000). Researchers have reached a consensus that SRL processes should be 

studied as events, which temporally unfold over time during learning and problem-solving (Azevedo, 2014; 

Chen & Su, 2019; Michailidis et al., 2018). Paans et al. (2019) further argued that temporal variation of SRL 

occurs at micro- and macro-level time scales, which “develop in parallel and occur at the same time” (p. 247). 

For example, a certain number of activities at the micro-level (e.g., task analysis, goal setting, and knowledge 

acquisition) may be cycled and recycled within one macro-level phase, e.g., the planning phase of SRL.  

 

At the micro-level, SRL models describe how learners self-regulate the components of learning, particularly 

behaviors, emotions, cognitive and metacognitive activities, in a specific learning or problem-solving context. 

Researchers examined the sequences of those components to understand performance differences among 

learners. However, there are no strong assumptions on the relationships between specific micro-level sequences 

of SRL events and task performance (Azevedo, 2014) since SRL at the micro-level is context dependent.  

 

As an illustration, Schoor and Bannert (2012) used process mining to identify sequences of metacognitive 

activities for high versus low group performance dyads, as students worked in pairs to solve a task related to 

statistics. They found that there were no major differences in the patterns of regulatory activities between high- 

and low-performance groups. In another study, Bannert et al. (2014) used the same analytical technique (i.e., 

process mining) to explore the sequences of students’ SRL activities, as they learned specific concepts and 

principles of operant conditioning. However, Bannert et al. (2014) found that successful students performed SRL 

activities in a different order when compared with low performers. Bannert et al. (2014) concluded that it would 

be problematic to compare students’ patterns of learning activities in different learning settings, especially when 

researchers used different types of data and operationalized students’ performance differently to extract such 

patterns. 

 

At the macro-level, the predominant SRL models suggest that successful self-regulated learners generally follow 

the phases of SRL in time order, although researchers hold different beliefs about the specific phases that consist 

of SRL process (Greene & Azevedo, 2007; Paans et al., 2019; Pintrich, 2004; Schunk & Greene, 2017; Winne, 

2017; Zimmerman, 2000). For example, Winne (2017) proposed a model of SRL that “unfolds over four loosely 

sequential and recursive phases” (p. 39), i.e., task definition, goal setting and planning, studying tactics, and 

adaptations to metacognition. In the conceptual framework for SRL, Pintrich (2004) also contended that SRL 

comprises four phases (i.e., forethought, planning and activation; monitoring; control; and reaction and 

reflection), which “represent a general time-ordered sequence” (p. 389). According to Zimmerman (2000), 

students’ self-regulatory activities in learning fall in three cyclical phases: forethought, performance, and self-

reflection. The forethought phase is followed by the performance phase, which potentially triggers a range of 

self-reflections that influence forethought in turn. Students may perform many self-regulatory cycles to complete 

a task.  

 

Nevertheless, there exists little empirical evidence examining how students move through different phases of 

SRL during a learning task (Paans et al., 2019). Practically speaking, it is recommended to extract the sequential 

patterns of SRL behaviors at the micro-level, which is a practice that many studies have followed. But we 

contend that the SRL behavioral patterns should be interpreted at the micro- and macro-levels so that the results 

can be comparable across different situations, and we can come close to the nature of SRL behaviors. 
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2.2. Sequential analysis of SRL behaviors 

 

Sequential analysis aims to detect the recurring sequential patterns in a finite stream of actions or events 

(Gottman et al., 1990). SRL researchers use sequential analysis to extract the patterns of SRL behaviors to gain 

insights into students’ use of SRL strategies and SRL dispositions since the raw sequence of learning activities 

usually contains redundant and fuzzy information. In addition, SRL behaviors do not always occur in a 

straightforward and structured manner, and there are significant individual differences in how students perform 

SRL behaviors. The analysis and interpretation of SRL behavioral patterns provide researchers with a clearer 

representation of students’ cognitive structures and decision-making processes than raw behavioral data. 

Furthermore, the visualization of SRL behavioral patterns offers an intuitive understanding of the complex, 

temporally unfolding processes of SRL.  

 

A number of analytical techniques are available in the extant literature to extract the sequential patterns of SRL 

behaviors, including but not limited to process mining (Schoor & Bannert, 2012), t-pattern analysis (Kuvalja et 

al., 2014), Hidden Markov Modeling, state-transition analysis, and lag sequential analysis (Bakeman & Quera, 

1995; Kapur, 2011). As pointed out by Azevedo (2014), advanced techniques that are capable of analyzing the 

sequential characteristics of SRL process have the potential to transform contemporary conceptions of SRL.  

 

In this study, we use the lag sequential analysis (LSA) to extract SRL patterns since it has several advantages 

over other sequential analysis techniques. For one, LSA identifies statistically significant transitions from one 

type of SRL behavior to another. The transition probabilities between different categories of SRL behaviors can 

be converted into odds ratios or likelihoods for comparison (Kapur, 2011). More importantly, LSA generates 

sequential patterns of SRL behaviors that describe the SRL process as a whole since the transition probabilities 

are calculated for each pair of SRL behaviors. LSA provides a holistic view of an SRL process rather than a 

number of sub-sequences of events. As aforementioned, the present study complements the ongoing efforts that 

examine students’ SRL behavioral patterns, by introducing the RQA method to depict the temporal structures of 

SRL behaviors. 

 

 

2.3. Recurrence quantification analysis  

 

RQA is a nonlinear analysis method that quantifies the dynamics of temporal sequences of change over time by 

detecting “recurrent events” in a time series (Fleuchaus et al., 2020; Jenkins et al., 2020; Wallot, 2017). When 

applying RQA on a behavioral time series, it returns a range of RQA metrics. The most commonly used RQA 

measures are percent recurrence (%REC), percent determinism (%DET), average diagonal line length (ADL), 

laminarity (%LAM), and trapping time (TT) (Marwan et al., 2002; Meinecke et al., 2020; Wallot, 2017). To 

understand these RQA measures, a core concept that needs to be explained is the recurrence plot (RP). 

 

Table 1. The selected RQA measures to quantifying the temporal structure of learning behaviors (Marwan et al., 

2002; Meinecke et al., 2020; Wallot, 2017) 

Variable  Definition Meaning 

Percent 

Recurrence 

(%REC) 

Percentage of recurrence points in a 

recurrence plot (RP). 

%REC = Sum of recurrent points in the 

RP / size of RP  

How often does an individual show the same 

behavior (i.e., repetitiveness of behaviors in the 

time series) 

Percent 

Determinism 

(%DET) 

Proportion of recurrent points forming 

diagonal lines in a RP.  

%DET = Sum of diagonally adjacent 

recurrent points / sum of recurrent 

points  

To what extent do repetitions of behaviors occur 

in the form of behavioral patterns? e.g., a 

student may conduct a behavior repeatedly. 

They can also demonstrate certain behavioral 

patterns. 

Average Diagonal 

Line Length 

(ADL) 

Average length of diagonal lines in the 

RP 

How long is the average repeating behavioral 

pattern? 

Laminarity 

(%LAM) 

Proportion of recurrent points forming 

vertical line structures. 

%LAM = Sum of vertically adjacent 

recurrent points / sum of recurrent 

points  

To what extent do repetitions of behaviors occur 

in repeating sequences of the same behavior?  

Trapping time 

(TT) 

Average length of vertical lines in the 

RP 

How long is the average repeating sequence of 

the same behavior?  
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RP is the visualization of the recurrence values within a discrete time-series by plotting the time series on both 

the x and y-axis of a two-dimensional grid. Figure 1 shows the illustration of a recurrence plot. In RP, the 

adjacent points that form a vertical or horizontal line signify a repeating sequence of the same behavior, e.g., 

linking evidence (LI) → linking evidence (LI) → linking evidence (LI). The diagonal lines in RP indicate that 

students demonstrate a sequential behavioral pattern, for example, linking evidence (LI) → ordering lab test 

(AD) → searching library (SE). The calculation of RQA measures is based on the distribution of the recurrent 

points in the RP. For instance, %REC equals the percentage of recurrent points in an RP, and %DET is the 

proportion of recurrent points forming diagonal lines in an RP.  

 

In particular, the definition of each RQA measure of interest and its corresponding meaning are shown in Table 

1. It is noteworthy that the recurrent points on the main diagonal line are excluded when calculating the RQA 

measures, considering that each value within the sequence is recurrent with itself (Jenkins et al., 2020; Wallot, 

2017). 

 

Figure 1. The illustration of a recurrence plot 

RA ● ● ○
RA ● ● ○ ●
LI ● ● ● ● ● ○
LI ● ● ● ● ○ ●
RA ● ○ ● ●
SE ● ○
AD ● ○
LI ● ● ● ○ ● ●
SE ○ ●
AD ○ ●
LI ● ● ○ ● ● ●
LI ● ○ ● ● ● ●
LI ○ ● ● ● ● ●
RA ○ ● ● ●

RA LI LI LI AD SE LI AD SE RA LI LI RA RA

Diagonal line indicating behavioral 

pattern, i.e., LI > AD > SE

Vertical line or horizontal 

line indicating repeating 

sequence of the same 

behavior, i.e., LI > LI > LI

Main diagonal line 

 
Note. The behavioral sequence is plotted on both the x and y-axis. The black dots and circles are placed in 

positions where the same behavior within the sequence reoccurs. The black circles form the main diagonal line, 

and the recurrence plot is symmetrical about its main diagonal line. 

 

Researchers have successfully applied the RQA to investigate a wide range of social, physiological, 

psychological, and behavioral phenomena, such as process dynamics in organizations (Meinecke et al., 2020), 

heart rate variability (Marwan et al., 2002), cognition (Leonardi, 2012), emotion (Jenkins et al., 2020), and 

human behaviors (Fleuchaus et al., 2020; Wallot, 2017). For example, Jenkins et al. (2020) applied the RQA to 

analyze the temporal dynamics of affect, in particular, the degree of affect predictability, using the %REC and 

%DET measures as two crucial indicators. Fleuchaus et al. (2020) considered the %LAM measure as an indicator 

of behavioral stability, which varies from purely random to completely predictable. Specifically, Fleuchaus et al. 

(2020) used the %LAM measure to index the persistence of mistaken beliefs as students learned motor skills in 

science education.  

 

Another representative example is the investigation of the motor-cognitive processes during a writing task, in 

which students were asked to copy-type a text (Wallot & Grabowski, 2019). When running RQA on students’ 

keystroke logging data, all of the four RQA measures (i.e., %REC, %DET, ADL, and the maximum diagonal line 

length) suggested that copy-typing behaviors of a comprehensive text were more structured compared to that of 

an incomprehensible text. However, to the best of our knowledge, no research has used RQA to study students’ 

self-regulated learning behaviors, especially in the context of clinical reasoning. 
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2.4. The current study  

 

The present study situates the examination of the temporal structures and patterns of SRL behaviors in the 

context of clinical reasoning. Clinical reasoning is a complex thinking and decision-making process, in which 

medical practitioners extract meaningful information from patients’ files, generate diagnostic hypotheses, order 

medical lab tests to confirm/disconfirm hypotheses, and finally propose a diagnostic solution (Eva, 2005). In 

clinical reasoning, medical students and practitioners are faced with a constant stream of decisions, which require 

them to effectively plan, monitor, control, and reflect on their behaviors. That is, SRL is an essential component 

for developing clinical competence.  

 

While the research on medical students’ SRL behaviors is emerging (Artino et al., 2011; Lajoie et al., 2021; 

Zheng et al., 2021), few studies have examined students’ SRL behaviors with trace data that are collected in a 

specific clinical reasoning task. Contemporary research highlights the use of trace data since they capture the 

variations of students’ SRL behaviors at a precise level of detail and consequently can afford a fine-grained level 

of analysis (Greene et al., 2019). What is more, the research on the temporal structures and patterns of SRL 

behaviors is still nascent in the context of clinical reasoning. This study aims to fulfill these gaps. 

 

In particular, this study addresses the following two research questions: (1) Do high performers differ from low 

performers regarding the temporal structures of their SRL behaviors in clinical problem-solving? (2) Are there 

differences in the SRL behavioral patterns between high and low performers? Regarding the first research 

question, we cannot propose specific directional hypotheses since this study is one of the first to explore the 

RQA method in studying SRL behaviors, especially in the clinical reasoning context. But we assume that there 

will be significant differences between high and low performers in the temporal structures of SRL behaviors, i.e., 

the RQA measures of %REC, %DET, ADL, %LAM, and TT. For the second research question, we hypothesize 

that the SRL behavioral patterns of high performers demonstrate a better representation of general clinical 

reasoning procedures and are more closely aligned with the claims of SRL theories (i.e., the cyclical nature of 

SRL) than low performers. 

 

 

3. Methods 
 

3.1. Participants, learning environment, and task  

 

In this study, the participants comprised of 75 medical students from a top North American university. There 

were 28 males (37.3%) and 47 females (62.7%), with an average age of 24.0 (SD = 3.17). Students were tasked 

to diagnose a virtual patient (VP) in BioWorld (Lajoie, 2020), which is an intelligent tutoring system that 

provides medical students with a safe practice environment for clinical reasoning. The main interface of the 

BioWorld platform is shown in Figure 2.  

 

In BioWorld, students begin a task by reading a patient description, which contains information about the 

patient’s profile and symptoms. Meanwhile, students collect evidence items from the patient description and 

store them in the Evidence Table for future reference. In doing so, students develop an initial understanding of 

the VP. They recognize what and how much information is important for the diagnosis since the Evidence Table 

functions as a metacognitive tool to help students monitor the process. Afterward, students can propose one or 

more diagnostic hypotheses. They confirm or disconfirm the proposed hypotheses by ordering medical lab tests, 

such as urine tests, toxicology tests, and blood sugar tests. Students can also search an online library with the 

platform if they need to acquire more information about a disease. Then, students link the collected evidence 

items and lab test results with corresponding diagnostic hypotheses. After submitting a final hypothesis, students 

check the relevance of evidence items and lab tests by categorizing them as either support, against, or neutral to 

the hypothesis. Students are also required to rank evidence items and lab tests based on their importance to the 

hypothesis. Finally, students write a case summary by reflecting on how they come up with the diagnosis.  

 

The typical behaviors of clinical reasoning and how they relate to SRL phases were shown in Table 2 (Li et al., 

2018). In particular, the behavior of collecting evidence items falls in the forethought phase, whereby students 

get familiar with the task conditions and develop an understanding of the patient problems. Students take actions 

to accomplish the task in the performance phase, which consists of three types of behaviors, i.e., 

raising/managing hypotheses, adding tests, and searching library. The self-reflection phase comprises four types 

of behaviors, namely, linking evidence/results, checking evidence/results, prioritizing evidence/results, and 

summarization for final diagnosis. These four types of behaviors involve extensive metacognitive activities as 

students evaluate the collected information, make adaptations and decisions, and reflect on their performance.  
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At the micro-level, the variations of SRL process are represented by the temporal changes in the eight types of 

clinical reasoning behaviors, which in consequence, trigger the changes in the three phases of SRL 

simultaneously at the macro-level. For instance, the transition from the behavior of collecting evidence items to 

adding tests occurs at the micro-level. Meanwhile, the behavioral transition indicates that students move from the 

forethought phase to the performance phase. 

 

Figure 2. The main interface of the BioWorld environment 

Evidence Table 
A metacognitive tool to 
help students monitor 
what and how much 

information is collected

Lab Tests
Order medical lab tests to 
obtain more information 

about the patient

Online Library 
Search online library 

within BioWorld for more 
domain knowledge

Manage Hypothesis
 Management of one or 

more diagnostic 
hypotheses

Belief Meter
 Confidence level of a 

correct diagnosis

Patient Description
A patient’s profile and 

symptoms

 
 

Table 2. The coding scheme for analyzing SRL behaviors of clinical reasoning 

SRL phases Clinical behaviors Code Description 

Forethought 
Collecting evidence 

items 
CO 

Collecting evidence items from the patient description by 

recalling one’s prior knowledge pertaining to the symptoms 

Performance 
Raising/Managing 

hypotheses 
RA 

Outlining a single or multiple diagnostic hypothesis based on 

the collected evidence  

 Adding tests AD Conducting medical lab tests 

 
Searching library SE 

Searching for information in the library for additional 

explanations 

Self-

Reflection 

Linking 

evidence/results 
LI 

Linking evidence items and test results with corresponding 

diagnostic hypotheses 

 

Categorizing 

evidence/results 
CA 

Checking the relevance of evidence items and lab test results 

towards a specific hypothesis (i.e., whether the 

evidence/tests in support, against, or neutral of one 

hypothesis) 

 Prioritizing 

evidence/results 
PR 

Ranking evidence items and lab test results according to their 

importance to a hypothesis 

 Summarization for 

final diagnosis 
SU Making the final diagnosis by writing a summarization 

 

The VP case used in this study was created by a panel of experts including medical professionals and learning 

scientists. The correct diagnosis for the VP case was pheochromocytoma, which is a rare, usually noncancerous 

tumor that develops in an adrenal gland. Prior to the study, a medical expert validated the VP case to ensure that 

it provided appropriate practice for the participants. 
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3.2. Procedure 

 

Prior to the study, we had obtained research ethics approval from the institution’s Research Ethics Board (REB) 

office. Moreover, we obtained the students’ written consent to participate in this study. They all mentioned that 

they felt comfortable diagnosing virtual patients in BioWorld. Furthermore, they were informed that they had the 

right to withdraw at any time they wanted during the process of clinical problem-solving.  

 

A training session was provided to help medical students get familiar with the BioWorld environment. In 

particular, the training session started with a researcher-guided introduction of the BioWorld system and how to 

use its various features to help them reach a final diagnosis. Afterward, the participants were asked to complete 

the clinical reasoning task independently. A number of research assistants were present to solve operational or 

technical issues; however, they were not allowed to give hints about the disease. The participants spent 

approximately 40 minutes on average to finish the diagnosis during regular school hours. It is worth mentioning 

that all operational behaviors (e.g., order lab test) and corresponding timestamps for each participant were 

automatically recorded in the log files of the BioWorld system.  

 

 

3.3. Data processing and analysis  

 

We first classified students as either high or low performers based on their diagnostic performance. Specifically, 

we considered students who correctly diagnosed the VP as high performers. The rest of the students were viewed 

as low performers since they failed to provide a correct diagnosis. In particular, there were 42 high performers 

and 33 low performers.  

 

To address our first research question, we used the R package of “crqa” to perform the RQA on students’ 

problem-solving behaviors separately for high and low performers (Coco & Dale, 2014). We then compared the 

differences in RQA measures (i.e., %REC, %DET, ADL, %LAM, and TT) between these two performance groups 

using inferential statistics. To address our second research question, we performed lag sequential analysis 

(Bakeman et al., 2009; Bakeman & Quera, 1995) to uncover the sequential behavioral patterns of both high and 

low performers. Specifically, we conducted the analysis using the GSEQ (Generalized Sequential Querier) 

program (Bakeman & Quera, 1995). 

  

 

4. Results 
 

4.1. Do high performers differ from low performers regarding the temporal structures of their SRL 

behaviors in clinical problem-solving? 

 

The descriptive statistics of SRL behaviors were shown in Table 3. We compared the differences in the temporal 

structures of SRL behaviors (i.e., RQA measures) between high and low performers. As shown in Table 4, we 

found that there was no significant difference in the overall level of the repetitiveness of SRL behaviors between 

the two performance groups, t(73) = .68, p = .499. However, the %DET value for low performers (M = 78.18) 

was significantly lower than higher performers (M = 86.37), t(73) = -3.35, p = .001. This result indicated that low 

performers had a significantly higher ratio of single, isolated recurrent behaviors to all recurrent behaviors than 

high performers. The recurrent behaviors of high performers were more likely to be part of a behavioral 

sequence. The effect size (d = .76) was found to exceed Cohen’s (1988) convention for a medium effect (d = 

.50).  

 

Table 3. The descriptive statistics of SRL behaviors 

 High performers Low performers 

 Min Max M SD Min Max M SD 

CO 8 34 15.14 3.79 10 34 14.91 5.25 

RA 4 53 15.90 9.98 4 42 17.18 8.50 

AD 4 48 18.95 11.03 0 57 15.85 11.94 

SE 0 79 6.55 13.13 0 71 10.33 14.14 

LI 0 69 17.43 16.74 0 68 14.00 14.52 

CA 8 52 21.36 10.33 0 83 16.30 13.54 

PR 3 102 30.69 27.49 0 267 32.12 50.89 
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Regarding the average length of the repeating behavioral patterns, there was no significant difference between 

high and low performers. There was also no significant difference in the average length of the repeating 

sequences of the same behavior between the two performance groups. Nevertheless, low performers showed a 

significantly lower ratio of repeating sequences of the same behavior to all recurrent behaviors than high 

performers, since the %LAM value for low performers (M = 86.23) was significantly lower than higher 

performers (M = 90.35), t(73) = -2.26, p < .05. This result suggested that high performers were more likely to 

perform a behavior repeatedly (e.g., order lab test) before moving on to the other behaviors than low performers. 

The effect size for the difference was medium, with Cohen’s d = .52 (Cohen, 1988).  

 

Table 4. Group differences in the temporal structures of SRL behaviors 

 Group M SD t df p Cohen’s d 

%REC Low 13.26 3.84 .68 73 .499 .15 

 High 12.75 2.67     

%DET Low 78.18 12.30 -3.35 73 .001** .76 

 High 86.37 8.85     

ADL Low 5.74 3.91 -1.65 73 .104 .38 

 High 7.05 2.94     

%LAM Low 86.23 8.43 -2.26 73 .027* .52 

 High 90.35 7.35     

TT Low 7.90 7.12 -1.57 73 .121 .36 

 High 10.15 5.28     

Note. *p < .05, **p < .01. The definitions and meanings of the variables were shown in Table 1. 

 

 

4.2. Are there differences in the SRL behavioral patterns between high and low performers?  

 

As aforementioned, we performed behavioral sequential analyses for both high and low performers using the 

GSEQ program (Bakeman & Quera, 1995). Table 5 and Table 6 showed the sequential transition matrix of SRL 

behaviors of low performers and high performers, respectively. In the sequential transition matrix, the row means 

a starting behavior, whereas the column means a subsequent behavior. The values in the matrix are Z-scores. A 

Z-score greater than 1.96 indicates that the transition between two behaviors is statistically significant (i.e., p < 

.05) (Bakeman & Quera, 2011). Accordingly, a Z-score that is larger than 2.58 and 3.20 would guarantee 

significance levels of .01 and .001, respectively. For instance, the behavioral sequence of ‘collecting evidence 

items → collecting evidence items’, as shown in Table 5, was statistically significant, given that the Z-score = 

53.44 > 3.20.  

 

In fact, the results in Table 5 and Table 6 suggested that the sequential transitions between the same type of SRL 

behaviors were all statistically significant except the behavior of “summarization for final diagnosis.” Moreover, 

the sequential transition from the behavior of “Prioritizing evidence/result” to “summarization for final 

diagnosis” was significant. Regarding the sequential transition patterns of SRL behaviors, there was no 

difference between low and high performers. The two performance groups both conducted a behavior repeatedly 

during the problem-solving process. However, high performers had a larger Z-score for each of the significant 

sequential transitions than low performers.  

 

Table 5. The sequential transition matrix of SRL behaviors of low performers 

Z CO RA AD SE LI CA PR SU 

CO 53.44 -6.62 -6.14 -5.89 -7.94 -9.83 -12.39 -2.22 

RA -6.52 40.62 -5.99 -5.22 -2.55 -6.54 -13.46 -2.41 

AD -9.25 -1.81 44.93 .18 -8.85 -10.17 -12.82 -2.30 

SE -5.89 -4.91 1.16 44.04 -6.96 -8.00 -10.08 -1.81 

LI -8.02 -3.12 -8.71 -5.92 51.32 -9.48 -11.95 -2.14 

CA -9.44 -10.69 -10.17 -8.00 -9.48 56.75 -9.46 -2.34 

PR -11.91 -13.47 -12.82 -10.08 -11.95 -13.09 57.84 10.92 

SU .00 .00 .00 .00 .00 .00 .00 .00 

Note. Z = Z-score, CO = Collecting evidence items, RA = Raising/Managing hypotheses, AD = Adding tests, SE 

= Searching library, LI = Linking evidence/results, CA = Categorizing evidence/results, PR = Prioritizing 

evidence/results, SU = Summarization for final diagnosis. Only significant sequential transitions were 

highlighted in bold. 
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Table 6. The sequential transition matrix of SRL behaviors of high performers 

Z CO RA AD SE LI CA PR SU 

CO 64.30 -5.61 -6.34 -5.23 -10.35 -11.99 -14.99 -2.37 

RA -6.57 50.12 -7.34 -4.23 -3.15 -7.89 -15.66 -2.47 

AD .00 -3.38 58.72 1.63 -11.63 -13.91 -17.39 -2.75 

SE -4.56 -2.54 .60 51.70 -6.48 -7.74 -9.68 -1.53 

LI -9.05 -4.70 -11.52 -5.59 63.83 -13.24 -16.56 -2.61 

CA -11.53 -12.51 -13.91 -7.74 -13.24 68.50 -15.15 -2.96 

PR -14.42 -15.64 -17.39 -9.68 -16.56 -18.73 69.44 11.46 

SU .00 .00 .00 .00 .00 .00 .00 .00 

Note. Only significant sequential transitions were highlighted in bold.  

 

In addition, we examined the sequential transitions between different SRL behavioral states by viewing 

temporally connected behaviors of the same type (e.g., CO → CO → CO) as a behavioral state, i.e., the state of 

CO. As an illustration, the behavioral sequence of “CO → CO → CO → RA → AD → AD” would be 

transformed as “CO → RA → AD” for further analysis. In doing so, we may develop a deep understanding of 

students’ thinking and reasoning activities as they are reflected by different behavioral states. Additionally, new 

insights may be obtained by examining the sequential transitions of different behavioral states, given that the 

sequential transitions between the same type of SRL behaviors were all found to be statistically significant.  

 

The sequential transition matrices of SRL behavioral states of low performers and high performers were shown 

in Table 7 and Table 8, respectively. Based on the sequential transition matrices, we made the transition 

diagrams of SRL behavioral states for the two performance groups (see Figure 3 and Figure 4 the diagrams of 

low and high performers, respectively). 

 

Table 7. The sequential transition matrix of SRL behavioral states of low performers 

Z CO RA AD SE LI CA PR SU 

CO 0 .21 3.00** -.08 -.11 -2.03 -2.03 -1.98 

RA 3.13** 0 -3.35 -3.46 6.87*** 7.23*** -4.17 -4.07 

AD -3.34 2.51* 0 7.37*** -3.72 -3.09 -3.09 -3.02 

SE 1.18 -3.06 8.96*** 0 -2.94 -2.44 -2.44 -2.39 

LI .04 5.83*** -3.41 -.76 0 -2.01 -2.01 -1.96 

CA -1.45 -4.18 -3.09 -2.44 -2.01 0 25.51*** -1.31 

PR -1.45 -4.18 -3.09 -2.44 -2.01 -1.34 0 26.20*** 

SU 0 0 0 0 0 0 0 0 

Note. *p < .05, **p < .01, ***p < .001.  

 

Table 1. The sequential transition matrix of SRL behavioral states of high performers 

Z CO RA AD SE LI CA PR SU 

CO 0 .94 6.13*** -1.6 -2.69 -2.43 -2.43 -2.36 

RA 2.18* 0 -3.48 -4.12 8.09*** 8.02*** -4.81 -4.67 

AD -3.16 2.21* 0 9.62*** -3.23 -3.49 -3.49 -3.39 

SE 1.05 -2.01 7.90*** 0 -2.66 -2.4 -2.4 -2.33 

LI 2.10* 5.32*** -3.23 -0.77 0 -2.38 -2.38 -2.31 

CA -1.7 -4.8 -3.49 -2.4 -2.38 0 26.43*** -1.63 

PR -1.7 -4.8 -3.49 -2.4 -2.38 -1.67 0 27.30*** 

SU 0 0 0 0 0 0 0 0 

Note. *p < .05, ***p < .001. 

 

As shown in  

 and Figure, low and high performers demonstrated similar behavioral patterns in general. They both 

demonstrated a behavioral pattern of “CO (Collecting evidence items) → AD (Adding tests) → RA 

(Raising/Managing hypotheses) → CA (Categorizing evidence/results) → PR (Prioritizing evidence/results) → 

SU (Summarization for final diagnosis).” Moreover, the sequential transition from the behavior of 

“Raising/Managing hypotheses” to “Collecting evidence items” was significant for both low- and high-

performing groups. In addition, both low and high performers conducted the behavior of “Raising/Managing 

hypotheses” following the behavior of “Linking evidence/results,” and vice versa. Nevertheless, there was a 

reciprocal sequential transition between the behaviors of “Searching library” and “Adding tests” for high 

performers, while the transition between the two behaviors was unidirectional for low performers. It was also 

noticeable that the behavior of “Linking evidence/results” significantly stimulated the occurrence of the 
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“Collecting evidence items” behavior for high performers, whereas low performers showed no such a behavioral 

pattern. 

 

Figure 3. The transition diagram of SRL behavioral states of low performers 

RAADCO CA PR SU

3.13

2.51

LI

5.83

SE

8.96

3.00

6.87

7.23 25.51 26.20

 
Note. Only significant sequential transitions of SRL behavioral states were displayed in the Figure. The numbers 

above the directional lines were Z-scores, with a larger value indicating a stronger relationship between two SRL 

behavioral states. 

 

Figure 4. The transition diagram of SRL behavioral states of high performers 

RAADCO CA PR SU
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LI
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8.09
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SE

7.90
9.62

2.10

 
 

 

5. Discussion 
 

In this study, we found that low performers had more single, isolated recurrent behaviors in problem-solving, 

whereas the recurrent behaviors of high performers were more likely to be part of a behavioral sequence. This 

finding is aligned with the research on the development of professional expertise (Lajoie, 2009). High performers 

may use their mental models, which can be developed from either experience or instruction, to drive the selection 

of problem-solving behaviors. In other words, high performers may have developed internal representations of 

the task condition and see relevant concept relationships (He et al., 2021). Consequently, they follow specific 

implicit procedures to perform the task. It is also quite possible that high performers are self-regulated learners 

who can effectively monitor and control their problem-solving processes. High performers are aware of the next 

desirable behavior based on the outcome of prior behavior, thus yielding more meaningful behavioral sequences 

than low performers.  

 

While these explanations are grounded in solid theoretical frameworks and in common sense, researchers should 

not draw a conclusion that this finding is applicable to the research contexts other than clinical reasoning. In fact, 

we argued that this finding might be confined to the contexts or disciplines that are governed by facts, principles, 

rules, and scientific reasoning. Take this study as an example, high performers demonstrated more behavioral 

patterns, because the procedures of clinical reasoning are well-established, and physicians are aware of those 

procedures. In the learning or problem-solving contexts that require creativity and innovation, the lack of 

regularity in students’ learning behaviors, however, may be a crucial indicator of high performance, since 

students need to challenge their conventional thinking for breakthrough success (Koopmans, 2020). 

 

This study found that high performers were more likely than low performers to perform a behavior repeatedly 

before moving on to other behaviors. This finding can be explained by the fact that clinical reasoning in 

medicine traditionally values the ultimate goal of providing accurate diagnoses of disease (Li et al., 2020; Wass 

et al., 2001). High performers may purposefully conduct a behavior repeatedly to eliminate any sense of 

uncertainty in the process of clinical problem-solving. For example, they may conduct multiple diagnostic tests 

needed to narrow down a diagnosis. Additionally, each step of clinical reasoning has its own challenges. For 
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instance, medical students may have difficulties in identifying cues, developing an understanding of patient 

problems, generating diagnostic hypotheses, prioritizing evidence items, and finalizing a decision (Audétat et al., 

2017; Gonzalez et al., 2021). Therefore, it is reasonable to infer that high performers were more behaviorally 

engaged than low performers at each step of clinical reasoning to address ambiguities. Clearly, more research is 

needed to uncover the underlying mechanisms for this finding by fusing both objective (log files) and subjective 

data (direct input from the participants such as self-reports, think-aloud, or interviews).  

 

Interestingly, both low and high performers demonstrated clear and logical transitions between and among SRL 

behavioral states revealing similar behavioral patterns in clinical problem-solving. In particular, the behavioral 

state transitions of both low and high performers were in compliance with a loosely sequential process of SRL, 

i.e., forethought, performance, and self-reflection (Schunk & Greene, 2017; Zimmerman, 2000). This result was 

consistent with the research of Greene et al. (2019), who also found evidence of temporality in SRL. 

Nevertheless, the sequential transitions tell a more in-depth story about the relationship between SRL and 

performance.  

 

Findings from the sequential transition analyses revealed that the probability of the sequential transition from the 

forethought phase to the performance phase (i.e., collecting evidence items → adding tests) was higher for high 

performers than that of low performers. Moreover, high performers were more likely to proceed to the self-

reflection phase (i.e., linking, categorizing, and prioritizing evidence/results) from the performance phase (i.e., 

raising/managing hypotheses) than low performers. High performers were also unique in that their behavioral 

state transitions were cyclically sustained, as suggested by a behavioral state transition from “linking 

evidence/results” (i.e., self-reflection phase) to “collecting evidence items” (i.e., forethought phase). The 

feedback loop may help high performers adaptively adjust their SRL behaviors over cycles, allowing them to 

navigate their decision-making processes towards a correct diagnosis.  

 

In addition, the sequential transition between the behaviors of “searching library” and “adding tests” was 

bidirectional for high performers, while the transition between the two behaviors was unidirectional for low 

performers, i.e., searching library → adding tests. This finding is partially in line with our previous studies, in 

which we found that learners would commence by ordering a lab test prior to a library search (Li et al., 2020), 

and high performers spent significantly more time ordering lab tests than low performers before developing their 

first diagnostic hypothesis (Li et al., 2020). In essence, the two behaviors both fell into the performance phase of 

SRL. When students were unfamiliar with a specific disease or diagnostic tests, they searched the library to gain 

more information. They ordered lab tests to confirm or rule out a specific hypothesis regarding which disease 

was present. Both high and low performers consulted the online library to guide the selection of lab tests. 

However, high performers tended to search library to clarify the meaning of the results of the lab test after they 

collected the test. As a result, high performers were able to take corrective action in a timely fashion when 

ordering the next lab test, as they gained additional information of a prior test from searching library.  

 

Moreover, according to Zimmerman (2000), attentional control is a crucial strategy used intensively by expert 

performers in the performance phase of SRL. In the same vein, high performers knew how to concentrate in the 

performance phase of clinical reasoning by ignoring distractions and by focusing their attention on those two 

behaviors exclusively, which could also explain the reciprocal relationship between the two behaviors.  

 

In summary, the findings from this study uphold the theoretical assumption that students’ SRL behaviors occur 

in a loosely sequenced and temporal order (Bernacki, 2017; Broadbent et al., 2020; Winne, 2019). Moreover, the 

results of the sequential pattern analyses revealed that only high performers repeatedly progressed through the 

three SRL phases (i.e., forethought, performance, and self-reflection) in a cyclical and iterative fashion, which 

may help explain the performance difference with low performers. A unique theoretical contribution of this study 

is that high performers were found to have a higher transition probability across the three SRL phases than low 

performers. In this regard, this study informs future research on the theoretical advancements of SRL by 

examining how the three phases of SRL and even the behaviors within each phase are interconnected.  

 

Furthermore, this study provided significant methodological insights regarding the quantification of the temporal 

structure of SRL behaviors. Specifically, this study is one of the first to demonstrate how RQA can be used to 

quantify the temporal structure of SRL behaviors in the context of clinical reasoning. Along with the RQA 

measures that describe the overall characteristics of students’ SRL behaviors (e.g., repetitiveness and 

predictability), we looked into the sequential patterns of those SRL behaviors using sequential analysis 

(Bakeman et al., 2009). The use of both RQA and sequential analysis provided researchers a complete picture of 

students’ SRL behaviors, whereby new understandings of students’ performance differences can be obtained.  
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In addition, the present research has practical implications. Specifically, findings from this study can inform the 

design of learning analytics dashboards, which provide educators and students with the opportunities for 

awareness, reflection, sensemaking, and behavioral change. For instance, educators can develop an 

understanding of students’ potential performance from their behavioral characteristics so that they can adjust 

their instructional strategies accordingly. Moreover, educators need to carefully design their course activities to 

facilitate the acquisition of not only domain-specific knowledge but also SRL skills among students. This study 

also informs the design of early warning systems (e.g., automatic detection of at-risk students from analyzing 

their behavioral patterns), whereby immediate support can be provided to help all students succeed.  

 

 

6. Conclusion 
 

In this study, we examined the temporal structures and patterns of SRL behaviors, as 75 medical students solved 

a clinical reasoning task within an intelligent tutoring system. We found that the recurrent behaviors of high 

performers were more structured and predictive than low performers. As revealed by the sequential pattern 

analysis, high performers also demonstrated a higher transition probability across the three phases of SRL than 

low performers. Moreover, high performers were unique in that their behavioral state transitions were cyclically 

sustained. In addition to its methodological insights that could inform future research significantly, this study 

provided researchers with new evidence to support the theoretical assumptions of SRL in the context of clinical 

reasoning with the population of medical students.  

 

Nevertheless, this study is not without limitations. First, we did not explicitly assess students’ prior knowledge 

and skills, although we had confirmed with a medical expert to ensure the appropriateness of the task for the 

participants. Second, we had to make inferences about students’ decision-making process from log files, as log 

files do not directly measure cognitive and metacognitive activities (Paans et al., 2019). Consequently, we 

identified the characteristics and patterns of students’ SRL behaviors; however, our explanations about the 

research findings called for further studies. Third, we compared the behavioral patterns of high and low 

performers; however, we could not tell which differences in the behavioral patterns were statistically significant 

between those two groups. Lastly, the participants were all from the same university, which may affect the 

generalizability of our research findings.  

 

Despite these limitations, this research opens new directions for future research. For one, it would be fruitful to 

examine the relationships between the temporal structures of SRL behaviors (i.e., RQA measures) and other 

psychological or contextual factors, such as students’ personality, motivation, and emotion. Task difficulty is 

another crucial fact that may affect the characteristics and patterns of SRL behaviors. Therefore, an important 

future direction is to examine the influences of task difficulty on the temporal structures and patterns of SRL 

behaviors. It is also promising to study SRL behaviors in other learning or problem-solving contexts using RQA 

and sequential behavioral analysis simultaneously in one study.  
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