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ABSTRACT: Metacognition is regarded as a retrospective skill promoting learners’ learning performance, deep 

thinking, and academic well-being. Stimulated Recall (SR) is regarded as a reliable approach to inspiring 

learners’ metacognition in the classroom. However, the outbreak of COVID-19, causing widespread class 

suspension, may impair the effect of SR on cultivating distance learners’ metacognition. The current study, 

employing multi-mode stimuli of learners’ eye movements and feedforward, aimed to develop the effect of SR 

on activating learners’ metacognition in remote settings. Forty-eight university graduates were recruited to 

participate in an eye-tracking experiment using digital dictionaries. Their feedforward and eye movements were 

collected as multi-mode stimuli. By reviewing the consistency and discrepancies between their feedforward and 

eye movements, participants were invited to conduct an SR interview, which stimulated them to retrospect on 

their prior cognitive behaviors. The results of the metacognition scale pre-post test showed that learners’ 

metacognitive skills were significantly improved by the stimulated recall with multi-mode stimuli. The findings 

theoretically enrich the metacognition strategy in the Cognitive Theories of Multimedia Learning, and practically 

extend the implementation of stimulated recall in distance learning contexts. 
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1. Introduction 
 

The Cognitive Theories of Multimedia Learning (CTML) emphasize the importance of metacognition for 

multimedia learning outcomes (Moreno & Mayer, 2007), academic well-being (Nasirzade & Nargesian, 2019), 

and higher-order thinking skills (Parlan & Rahayu, 2021). However, the outbreak of COVID-19 has challenged 

the cultivation of students’ metacognition (Chakma et al., 2021). During the widespread suspension of physical 

classes, although the rich multimedia materials are options supporting students to conduct remote learning, the 

overwhelming abundance of the learning materials may distract them from their prior learning goals (Zhang & 

Zou, 2021). In this situation, students may thus fail to efficiently retrospect prior learning purposes and 

behaviors, and their metacognition may be simultaneously impaired. In addition, teachers were generally 

impelled to expend extra efforts to adjust to various learning techniques working online in the pandemic period, 

so that the retrospective strategy of inspiring students’ metacognition has been less investigated (Abdullah, 

2020). The above challenges lead to the need for urgent solutions to the problem of inspiring students’ 

metacognition with a reliable approach in the widespread remote learning context.  

 

Metacognition occurs in the condition in which learners make critical judgements on their previous learning 

behaviors and cognition, by which a meaning retrospection is generated (Taub & Azevedo, 2019). However, a 

big challenge of cultivating learners’ metacognition is that students are used to recollecting the knowledge they 

have learned rather than retrospecting their prior behaviors and cognition (Rivers, 2020). Stimulated Recall (SR) 

is regarded as a reliable approach to guiding learners to implement effective retrospection of their prior 

behaviors, and the selection of the adaptive stimuli is a crucial factor in the successful occurrence of 

metacognition (Mudrick et al., 2019). Eye-tracking technology has been explored to capture online learners’ 

behaviors as stimuli, by which some specific surveys were conducted to understand online learners’ behavior 

(Wang et al., 2019). Regrettably, this approach may fail to stimulate learners’ metacognition, since students 

answered the survey questions based on what they had already been told about the eye movements, so they 

recollected the learning process according to their eye movements without retrospection (Horská et al., 2020).  

 

Moreno and Mayer (2007) CTML and Dunlosky’s (2005) levels-of-disruption hypothesis suggested that the 

monitoring of feedforward and disruptions in multimedia are influential cues for metacognition. Constructing a 
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learning setting in which students are able to compare and contrast learning materials and strategies could benefit 

their metacognition (Rollwage et al., 2018). Feedforward enables the prediction of learning behavior from the 

future concerning the desired behavior which the subject is encouraged to adopt. The current study proposed to 

employ stimulated recall with multi-mode stimuli including participants’ feedforward and eye movements in an 

experiment using digital dictionaries. Students were surveyed about their feedforward first, and then their eye-

media interactions were captured by eye trackers. In the third stage, by reviewing the consistency and 

discrepancies of the captured eye movements and learners’ own prior feedforward, participants were stimulated 

to retrospect on what they expected when using digital dictionaries and what their real behaviors were. To 

examine the effectiveness of the multi-mode stimuli on improving learners’ metacognitive skills, a pre- and post-

test of metacognition were conducted.  

 

 

2. Research background  
 

2.1. Metacognition in multimedia learning 

 

According to the Cognitive Theories of Multimedia Learning, a well-designed digital learning environment can 

significantly improve learning outcomes and perceptions when aligned with learners’ cognitive processes, 

including essential processing, extraneous processing, and generative processing (Mayer, 2014). Essential 

processing is the first stage where learners get preliminary notification and classification of the presented 

materials. Then, in the stage of extraneous processing, learners reorganize the current orders, forms, and layout 

of materials according to their individualized cognitive architecture. Finally, to achieve generative processing, 

learners need to connect the reorganized material to their feedforward, where their metacognitive skills are 

aroused. Associated with the neural mechanism, metacognitive function could be examined from the frontal 

cortex (Frith, 2012), while surveys are regarded as a feasible measurement of metacognition in educational 

research (Antonietti et al., 2015). 

 

Metacognition, inspiring learners to be aware of their cognitive process, is a higher level of thinking capacity; it 

is also referred to as “the thinking about thinking” (Renkl et al., 2013). Dunlosky and Metcalfe (2008) defined 

metacognition as a mental activity of understanding and regulating the learning process, including learners’ 

beliefs about learning, monitoring the state of their knowledge, and controlling their learning activities. CTML 

emphasized that metacognition significantly impacts problem-solving, reasoning, and academic success in 

multimedia learning contexts (Mayer, 2014). Some researchers have proposed that metacognitive skills can help 

learners regulate their learning in online contexts because of their awareness of cognitive processes, and the 

results found that the more metacognitive skills the learners possessed, the more knowledge could be 

investigated from multimedia presentation to meet their needs (Antonietti et al., 2015). However, while learning 

during the COVID-19 outbreak, students confront less supervised environments; it is thus an urgent requirement 

to inspire learners to use metacognitive mentoring and conduct metacognitive control. 

 

According to the CTML, metacognition may occur when learners connect the multimedia to their prior 

knowledge in generative processing (Edwards, 2010). CTML encourages comparing and contrasting students’ 

prior knowledge and the current learning behavior in the stage of generative processing in multimedia learning 

(Mayer, 2014). For example, some researchers have proposed that learners’ metacognitive skills were promoted 

when their retrospection of initial learning goals was awakened (Meuwese et al., 2014). Even though learners’ 

actual behavior may not be consistent with their prior cognition, it also benefits the cultivation of metacognitive 

skills through their retrospection (Dulamă & Ilovan, 2016). The possible explanation may be due to Dunlosky’s 

(2005) levels-of-disruption hypothesis, which states that the discrepancies within the multimedia content would 

stimulate learners’ comprehension and metacognition when they monitor disruptions and conflicts. Some 

researchers have employed conflict questions to explore learners’ feedback on the understanding of prime 

numbers, and the results showed that the learners experiencing conflict generated more metacognitive abilities 

(Questienne et al., 2018). Moreover, the effectiveness of monitoring disruptions relies on the relationship of the 

multimedia which are displayed, such as the coherence of the verbal and pictorial presentations (Mayer, 2014). 

Thus, we proposed that learners’ feedforward on the functions of digital dictionaries and their eye movements in 

these areas could be employed as multi-mode stimuli. 

 

 

2.2. Eye-tracking and multi-mode stimuli  

 

The eye-tracking technique, widely employed in digital learning, is able to capture users’ eye movements when 

they interact with learning materials, by which learners’ cognitive behaviors could be observed, examined, and 

https://en.wikipedia.org/wiki/Organizational_behavior
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explained (Zhai et al., 2018b). Based on the eye-mind theory hypothesis, the eye-tracking approach allows a 

dynamic trace of attention to be observed via eye movements (Cortina et al., 2015). Eye movements consist of 

three basic evaluative criteria: fixation counts, fixation duration, and scanning paths (Lai et al., 2013; Luo et al., 

2017). Firstly, fixation count was defined as the concentrations counted in certain Area of Interests (AOIs). 

According to Rayner (2009), a fixation count lasts over 200 milliseconds. Fixation counts could be seen as a 

reliable tool to gauge the level of complexity, importance, and viewing. Secondly, fixation duration was defined 

as the sum of duration of eye movement within certain AOIs that is examined on the time scale. Some 

researchers pointed out that varied learning motivations and the materials’ complexity may influence learners’ 

fixation duration (Park et al., 2015). Typically, the integration of the fixation counts and duration are employed 

to reflect students’ focusing on certain AOIs in the media. Thirdly, the scanning path, presenting the fixations’ 

orders, reveals the holistic logical connection of components, which is adopted to gain access to visual memories 

in space (Lorigo et al., 2008). Additionally, the developed visualizing technique has facilitated presentation of 

the eye movements, and the heatmap and scanning figures were typically illustrated to explain learners’ 

perceptual and cognitive process (Wang et al., 2016). 

 

Although the eye-tracking technique is regarded as an adaptable approach to obtaining objective data, it has also 

been suggested to integrate it with qualitative methods to investigate the driving mechanisms of cognitive 

processes. Previous studies have found that eye-tracking alone may lead to biased results, and the combination of 

eye-tracking techniques and a survey could provide a comprehensive understanding of human behaviors 

(Leszkowicz, 2011). Eye-tracking only tells how learners interact with digital materials from the features of their 

eye movements, while qualitative approaches are able to explain why the interactions occur from the perspective 

of learners’ perceptions. The combined method could help users rethink their prior learning behaviors. For 

example, the eye-tracking device provides the areas of interest, but why these areas are formed remains 

unknown. It may be attributed to various reasons such as learner interest, confusion, and so on, which requires 

further investigation to connect the eye movements to the specific reasons generated. Stark et al. (2018) applied 

the think-aloud approach to explore gaze patterns generated by eye-tracking, which supported the reliability of 

combining both methods to understand the deep cognitive processes. Although the eye tracking technique has 

generally been utilized in some small-scale experiments, with the development of deep learning in eye-tracking 

recognition, the PC camera could be used as an eye tracker, facilitating the popularization of the eye tracking 

technique in post-pandemic learning settings.  

 

 

2.3. Stimulated recall in multimedia learning 

 

Stimulated Recall has been extensively used to help learners to retrospect their learning behavior through the 

stimulus, such as recorded audios and videos captured in physical classrooms (Yuan & Lee, 2014). SR was 

developed based on the assumption that internal activities could be verbalized from the observed external real-

world events. It has considerable potential to investigate studying cognitive strategies and learning processes 

(Geiger et al., 2016). Mackey and Gass (2016) also suggested that SR is an effective way to recognize learners’ 

perceptions, their interpretation of events, and their thinking at a particular point. Although SR is widely used in 

physical contexts (Gazdag et al., 2019), it has been less explored and employed in remote learning settings, not 

to mention during the outbreak of a pandemic. The successful implementation of SR in online contexts may rely 

on the following two factors. 

 

One factor is the stimulus captured from online learning behaviors, and the other is the retrospective strategy 

adapted to remote contexts. Although students’ interactive behaviors could be recorded by video or audio, their 

interactions with multimedia are difficult to capture and analyze in online contexts. Thus, it is an urgent 

requirement to explore stimuli reflecting human-computer interaction, and further to motivate learners’ 

retrospection in massive remote learning in the post-pandemic situation. Recent research has begun to explore 

the comprehensive understanding of biofeedback (e.g., eye tracking and EEG) in SR in the multimedia learning 

context (Zhai et al., 2018a). It is suggested that eye movements are reliable stimuli to SR and that retrospection is 

able to explain the biofeedback in return. Besides, stimulated recall affects the reliability of the retrospective 

strategy; for example, some designed questions have requested students to recall their cognitive behavior, by 

which learners’ metacognition could be aroused (Abdel Latif, 2019). However, the outbreak of the COVID-19 

pandemic may hinder the implementation of the retrospective strategy. Many instructors are struggling with 

increased workloads online and are experiencing elevated levels of anxiety and stress, and thus may neglect 

conducting retrospective instruction (Schmidt-Crawford et al., 2021). Likewise, during the suspension of 

classroom teaching, students perceive weak interactions between the digital content, which may vitiate their 

intentions to recall prior cognitive behaviors (Hamdan et al., 2021).  

 

Synthesizing the above research background, this study aimed to address the following two research questions: 
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• Does the employment of multi-mode stimuli of feedforward and eye movements in stimulated recall 

improve learners’ metacognition?  

• How were the multi-mode stimuli compared and contrasted to inspire learners’ metacognition in using 

digital dictionaries?  

 

 

3. Methodology 
 

3.1. Participants  

 

The participants recruited in this study were native Mandarin speakers who were international graduate students 

in a university located in the southern United States. The participants were selected based on the following three 

criteria: (1) all the participants were familiar with the usage of digital dictionaries, so that they were well versed 

in their functions. (2) Participants should have adjusted to normal visual acuity to allow the eye-tracking 

software to properly calibrate. (3) Participants must be willing to perform immediate stimulated recall 

interviews. A total of 48 international students were finally recruited, and their demographics are shown in Table 

1. To show our appreciation for their participation, gifts were sent to the participants after the experiment.  

 

Table 1. Demographic profile of the participants 

Categories Frequency Percentages 

Age(years) 

 

 

Gender 

 

Degree Program 

 

Major  

 

1=20-25 

2=26-31 

3=>31 

1=Male 

2=Female 

1=Master 

2=PhD 

1=Science 

2=Social science 

3=Art 

14 

16 

18 

22 

26 

29 

19 

16 

19 

13 

29.1 

33.3 

37.5 

45.8 

54.2 

60.4 

39.6 

33.3 

39.6 

27.1 

English proficiency 

(TOEFL Scoring) 

1=70-80 1 2 

2=80-90 39 81.3 

3=90-100 7 14.6 

4>100 1 2 

 

 

3.2. Selection of digital dictionaries and vocabulary 

 

The digital dictionary was an adaptive experimental platform for this study. Firstly, different from live broadcast 

platforms, digital dictionaries as auxiliary learning tools are generally used for online autonomous learning, and 

students’ metacognitive activities are especially required in this situation (Connor et al., 2019). During the 

epidemic, learning activities were mostly carried out in a highly self-regulated learning context, with instruction 

and supervision by teachers lacking. The aim of employing a digital dictionary as a representative multimedia 

learning platform in this study was to inspire learners’ metacognition in such self-regulated learning. Secondly, 

information and layout overload have been observed in many digital dictionaries (Frankenberg-Garcia, 2012) 

which distracts users from obtaining information efficiently and achieving their learning goals (Gouws & Tarp, 

2016). When facing massive amounts of content and information provided by digital dictionaries, improving 

learners’ judgment and awareness of valid information has become an urgent concern (Niitemaa & Pietilä, 2018). 

Thirdly, digital dictionaries have a broad user base for varied learning purposes, such as language learning and 

information searching (Levy & Steel, 2015; Lew & De Schryver, 2014). Given their distinctive learning 

motivations and varied using habits, many users expressed their desire for individualized services from digital 

dictionaries (Bastos & Machado, 2016). The above concerns led to our application of a digital dictionary in this 

study to verify the general applicability of the developed SR approach.  

 

According to the criteria set by previous studies (Lew et al., 2013), the selected digital dictionaries should have 

similar functions and layout, including pronunciation, illustrations, definitions, phrases, synonyms/antonyms, 

and example sentences, so as to minimize the influence of functional distinction on users’ perceptions during the 

experiment. Five digital dictionaries were selected according to the criteria mentioned for this study. Participants 

were surveyed to rank the dictionaries according to user experience. Finally, two of them were selected for this 
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study: Youdao dictionary by Netease and Bing Dictionary by Microsoft, both of which were found to have a 

large user base.  

 

Two criteria for selecting adaptive sample vocabulary in digital dictionary studies have been suggested: low 

frequency and polysemy (Dziemianko, 2015). By using low-frequency vocabulary, learners would focus on how 

to comprehensively utilize the functions of digital dictionaries to help them understand the vocabulary without 

being distracted by their prior knowledge of the vocabulary. According to the Corpus of Contemporary 

American English, low-frequency words are defined as those words that fall below the number 45,000 on a 

ranking of the most commonly used English words. Polysemous words were also suggested to be selected in 

digital dictionary studies, since polysemous words may maximize the functional display from the interface of 

digital dictionaries (Müller et al., 2015). According to the two criteria of vocabulary selection, two polysemous 

words, tincture and sinew, were selected by two professors specializing in linguistics. The researchers inputted 

the two words into the two digital dictionaries respectively, and took screenshots of the interfaces as source 

material for the eye tracking experiment. 

 

 

3.3. Procedure and instruments 

 

The procedure of the experiment shown in Figure 1 consists of four stages: a pre-survey and test, eye tracking, 

stimulated recall, and a post-test. Each participant spent around 60 minutes each time with help from an 

experienced teaching assistant. The experiment included a 20-minute pre-survey, 10-minute eye tracking, 20-

minute stimulated recall, and a 10-minute post-test. In the first stage, a pre-survey was conducted to elicit 

participants’ demographics, their feedforward on selected digital dictionaries, and a pre-test on metacognition.  

The pre-survey included demographics, feedforward, and the pre-test. According to the recommendations given 

in previous research on dictionaries (Collins, 2016; Frankenberg-Garcia, 2014), a 5-point scale (shown in 

Appendix 1), from strongly disagree to strongly agree, was employed to evaluate learners’ feedforward on the 

perceived value of six typical functions in digital dictionaries (pronunciation, definitions, illustrations, phrases, 

synonyms/antonyms, and example sentences). Moreover, to examine students’ metacognitive skills in the pre-

post tests, a developed metacognitive scale, shown in Appendix 1, was adapted from Biasutti and Frate’s 

research (2018).  

 

Figure 1. The procedure of the experiments 
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The Eye Tribe eye-tracking device was employed in the second stage of the experiment. Having a reliable 

sampling rate from 30 Hz and 60 Hz mode, it is a reliable and adaptable tracker to capture learners’ eye 

movements. Two open-access supporting software packages, Eyeproof and Ogama, were utilized to visualize the 

captured database displayed by heatmap and scanning paths (shown in Figure 2). The experiment was carried out 

in a laboratory with sound insulation. The participants were guided and acquainted with the equipment, 

procedures and the purpose of the eyetracking experiment, followed by signing the release form, granting 

permission to record their actions and comments. The experiment was conducted twice: once with the Youdao 

dictionary and once with the Bing dictionary. The Youdao dictionary was employed to display the interface of 

the selected vocabulary tincture the first time, and two days later, the Bing dictionary was used to present the 

interface of the other chosen vocabulary sinew. The experiments were conducted in one-by-one settings, since 

only one eye-tracker was utilized in this study. To minimize the interruption caused by the experiments, the 

researchers conducted the calibration of the eye movements by adjusting their head gesture, and helped 

participants get access to the test by a sample page, which could be completed in 5 minutes, so that the data 

collected in the first 5 minutes were discarded before participants got ready for the formal test. 

 

Figure 2. The areas of interest and interface of Ogama 

 
 

In the third stage, learners’ feedforward and eye movements were presented to them as multi-mode stimuli in SR 

activities. On the basis of Cherrington and Loveridge’s research (2014), the current research employed two-

stepwise open questions, including recalling the original event and corrective feedback in this stage, by which 

learners not only reflected on how they used the dictionaries, but compared and contrasted the similarity and 

discrepancy between the feedforward and their displayed eye movements. Specifically, we asked (1) What did 

you think according to your fixations and scanning paths; (2) Are there some conclusions by comparing eye 

movements and feedforward? What did you think of them? To ensure the validity of recalling previous learning 

behaviors, previous studies have suggested that the SR interview should be conducted as soon as the experiment 

ends (Lyle, 2003). All the participants were interviewed by a teaching assistant approximately 20 minutes after 

the eye-tracking experiments were completed, and the SR interviews were recorded. After the SR, none of the 

participants reported any distraction due to the eye-tracker and SR interviews. 
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3.4. Data analysis 

 

To test the effect of the SR with multi-mode stimuli on learners’ metacognition, the current research employed 

the normal distribution and paired-samples t test by SPSS 19.0. Additionally, eye movements were evaluated by 

descriptive analysis and the Lag Sequential Analysis (LSA). The supporting software Ogama could generate the 

fixation counts and duration with adjustable criteria, and we set fixation at 200 ms in this study. Besides, to 

explore learners’ scanning behaviors, the software GSEQ 5.1 was employed in this study to conduct the lag 

sequential analysis. According to the timed-event sequential data generated by Ogama, six events of the scanning 

paths, including Pronunciation, Definitions, Illustrations, Phrases, Synonyms/Antonyms and Example Sentences, 

were coded, which was followed by the implementation of the algorithms for computing inter-observer 

agreement.   

 

 

4. Results 
 

4.1. The pre-post tests of metacognition 

 

In order to respond to the first research question, a t test was employed to measure learners’ metacognitive skills 

according to the scoring of their pre-post tests. Firstly, the t value of the Kolmogorov-Smirnov (K-S) test shown 

in Table 2 scored 0.2 and 0.79 in the pre-test and post-test, which indicated that the data of metacognitive skills 

were normally distributed and qualified for the t test. Additionally, the reported mean value in the post-test was 

4.14, while the result of the mean value in the pre-test was 3.34 (p < .001). The t-test results showed that the 

participants’ metacognitive skills were significantly improved by the SR with multi-mode stimuli. The standard 

deviations are 0.26 and 0.24 in the pretest and posttest respectively, which indicated that the metacognition 

scoring was representative among the participants. 

 

Table 2. The t-test results of learners’ pre-post tests on metacognitive skill 

 t-test results of metacognition 

 N Mean S.D. K-S test t-value p 

Pre test 48 3.34 0.26 0.20 (sig) 14.40                < .001 

Post test 48 4.14 0.24 0.79 (sig) 

 

Table 3. The descriptive analysis of learners’ feedforward and eye movements 

 Feedforward Eye-tracking on AOI 

 Perceived value (PV) Expected Sum (ES)  Fixation counts (FC) 

 Mean S.D. Mean S.D. Mean S.D. 

1.Pronunciation  4.19 0.61 2.42 0.50 5.15 0.97 

2.Definitions 4.69 0.55 2.92 0.61 4.90 0.90 

3.Illustrations 4.60 0.57 2.73 0.71 5.50 1.07 

4.Phrases 4.46 0.58 3.81 0.70 2.33 0.88 

5.Synonyms/Antonyms  4.13 0.67 3.13 0.64 2.06 0.93 

6.Example Sentences  

(the first two) 

4.52 0.58 4.25 0.76 15.45 

14.33 

5.38 

5.36 

Note. AOI refers to the area of interest. 

 

 

4.2. The comparison and contrast of feedforward and eye movements 

 

In order to respond to the second research question, learners’ eye movements and feedforward as multi-mode 

stimuli were compared and contrasted, by which learners retrospected why their eye movements were consistent 

or inconsistent with their prior knowledge, rather than merely recalling their prior behavior. Learners’ average 

fixation counts (FC) and fixation duration (FD) of the two digital dictionaries were captured and generated from 

the supporting software Ogama. As shown in Table 3, the first three AOI on which fixation counts were mostly 

allocated were Example Sentences (FC = 15.45), Illustrations (FC = 5.5) and Pronunciation (FC = 5.15), 

followed by Definitions (FC = 4.9), Phrases (FC = 2.33) and Synonyms/Antonyms (FC = 2.06). According to the 

pre-survey of feedforward, the first three important functions in the digital dictionaries that the learners mostly 

emphasized were Definition (PV = 4.69), Illustrations (PV = 4.6), and Example Sentences (PV = 4.52), followed 

by Phrases (PV = 4.46), Pronunciation (PV = 4.19) and Synonyms/Antonyms (PV = 4.13). In terms of the 

expected sum, the first three expected functions in digital dictionaries were Example Sentences (ES = 4.25), 

Phrases (ES = 3.81) and Synonyms/Antonyms (ES = 3.13). 
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The above results show that learners’ eye movements were partially in line with their feedforward. For example, 

according to the feedforward, the participants perceived a relatively higher value of using Illustrations and 

Example Sentences in the digital dictionaries, and their eye movements were found to be tallied with their 

feedforward. Likewise, Phrases and Synonyms/Antonyms were relatively less expected functionally, and the 

corresponding eye movements were less focused on these AOIs, which was consistent with their prior 

feedforward. However, as shown in Table 3 and Appendix 2, some discrepancies between learners’ eye 

movements and their feedforward existed as well. For example, the sum of Example Sentences learners 

previously expected was 4.52 in their feedforward, while their concentrations were mainly allocated on the first 

two Example Sentences (14.33 out of 15.45 in fixation counts, and 12858.74 ms out of 13207.44 ms in fixation 

duration), which indicated that participants’ cognitive load restricted their concentration on the rest of Example 

Sentences. Likewise, learners expected a relatively higher sum of phrases (ES = 3.81) and Synonyms/ Antonyms 

(ES = 3.13), whereas the fixation durations in these AOIs were both less than 900 ms, and the fixation counts 

were relatively less than that of other AOIs. (5) Besides, learners may have underestimated the value of 

Pronunciation (PV = 4.19, ES = 2.42), while relatively higher fixation counts and fixation durations were 

allocated in the AOI. 

 

To further explain learners’ eye movements when they used the selected digital dictionaries, Lag Sequential 

Analysis was employed. Six AOIs, Pronunciation, Definitions, Illustrations, Phrases, Synonyms/Antonyms, and 

Example Sentences, were coded in GSEQ 5.1. The eye movement data were generated from Ogama first, 

followed by the time sequence analysis. As shown in Figure 3, the arrows refer to the sequences learners 

performed from one event to another, and the coefficients predicted the correlations among the six events. The 

following observations in Figure 3 showed that: (1) The scan path started from Definitions, then moved to other 

events, and back to end on Definitions. The result indicated that the learning goal from the digital dictionaries 

was understanding the definitions of the selected vocabulary. (2) Their eyes moved between the Definitions and 

Pronunciation (z = 13.61 and 2.60 in Figure 3a. and z = 11.02 and 2.60 in Figure 3b), which suggested the 

assumption that users constantly tried to make connections between definitions and other multimedia information 

to help them understand the usage of the vocabulary. Besides, there was a set of iterative scanning behaviors 

between Example Sentences and Illustrations (z = 6.05 and 17.09 in Figure 3a. and z = 10.27 and 3.21 in Figure 

3b), which shows that the learners tried to make illustrations connect to some specific social context. 

 

Figure 3. Lag sequential analysis on learners’ scanning behaviors  

 
Note. DE, PR, IL, ES, SA, PH are the abbreviations of Definitions, Pronunciation, Illustrations, Example 

sentences, Synonyms/Antonyms, and Phrases respectively.  

 

 

5. Findings and discussion   
 

This study developed the stimulated recall approach with multi-mode stimuli to improve learners’ metacognitive 

skills when they used digital dictionaries. Pre-post scale tests were conducted to answer the first research 

question, and the results showed a significant effect of multi-mode stimuli on participants’ metacognitive skills. 

To further explain the driving mechanism, the similarities and discrepancies between feedforward and eye 

movements stimulated learners’ metacognition as follows.  

 

From the perspective of fixation, when learners recollected their eye movements, their cognitive behavior moved 

to the stage of extraneous processing and began to reorganize the material in the digital dictionaries. 
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Furthermore, when learners found that their eye movements were in line with their feedforward, they were 

encouraged to further confirm their assumptions with prior experiences, where their metacognition occurred in 

the stage of generative processing. For example, when students found that their fixation, consistent with 

feedforward, was focused on Illustration, they may have been involved in some real-world contexts. Two typical 

responses were generated from the SR interviews: (1) one is that students preferred the illustrations selected 

close to their previous experience and knowledge; (2) the other is that the illustrations should be located close to 

the definitions, which would help to spatially reduce the visual load. The findings are in line with prior research 

which found that learners were interested in connecting the information to their life experiences when using 

illustrations in digital language learning tools (Huang et al., 2012). Besides, although presented verbally, the 

Example Sentences provide a situational context for learners to picture activities from the sentences that help 

them understand the vocabulary (Huang et al., 2016). According to the SR interview, participants claimed the 

validity of picturing a specific contextual image in their minds, which enhanced their access to the application of 

the selected words. Students realized that they could activate their imagination of verbal material, which aroused 

their metacognitive skills of transforming media presentation. Likewise, synonyms and antonyms were relatively 

less noticed, which was inconsistent with their feedforward. Participants in the SR interview reported that 

although synonyms and antonyms of the selected words are useful to know, they were not involved in their initial 

learning goals. Participants realized that goal orientation is a keen factor in effective digital learning.  

 

From the view of scanning path, definitions as an area of interest are focused. The lag sequential analysis on 

learners’ scanning behaviors showed the significant sequential connection between definitions and some other 

multimedia elements, such as definitions and pronunciation. The dual coding assumption of CTML indicates that 

the dual channels, visual/pictorial and auditory/verbal, take effect simultaneously in the human-multimedia 

interaction system (Chen et al., 2017). There may be an interchange between the two channels in some situations, 

where users are capable of constructing their accordant psychological representations, which has been proven in 

the domain of vocabulary learning (Sadoski, 2005). Likewise, the significant sequential path between definitions 

and illustrations, shown in Figure 3(b), indicated that learners tried to recall their prior experience from the 

illustrations to gain access to the application of the selected words. The above retrospection may have aroused 

their metacognition on cross utilization of multiple elements in digital dictionaries to enhance their 

understanding of the unknown information. According to the SR interviews, participants concentrated on the 

definitions due to their confusion about which was the core and original meaning as well as the use frequency of 

the selected words, when polysemy was found. 

 

Interestingly, some discrepancies between participants’ feedforward and eye movements also existed, which 

helped learners activate their metacognition from conflict experiences (Questienne et al., 2018). Firstly, the data 

indicated that participants looked at the pronunciation section more often and for a longer period of time than 

they reported. According to the SR interviews, participants reflected on their desires for different voices, such as 

adult /child’s voice, female/male’s voice or young/older person’s voice, to stimulate their auditory sense and help 

them remember the correct pronunciation of a word. This finding is consistent with the dual coding channels 

assumption. When physical representation and sensory representation are both shown, users’ attention actively 

interacted between two modes in the multimedia learning context (Mayer, 2002). Participants’ metacognition 

was generated by selecting their preferred pronunciation in order to meet their individualized learning 

requirements. Secondly, participants voiced their expectation of more example sentences. At the same time, 

focus was observed to be mainly on the first two example sentences, which may be due to the fact that some 

excessive information in the example sentences may have distracted their attention and increased their cognitive 

load. Some responses from the SR interview reflected that they might have overestimated their capacity, and 

their primary learning goal should be focused and split into specific sub-goals rather than remaining a desired but 

unachievable goal. Their psychological confusion may have generally occurred due to the conflicts between their 

feedforward and their eye movements, which awakened their metacognition that the resourceful multimedia in 

digital dictionaries may exceed their cognitive system’s processing capacity. 

 

 

6. Implications 

 
6.1. Theoretical implications 

 

CTML emphasizes the importance of metacognition for digital learning, and proposes finding a cuing factor as a 

stimulus to inspire learners’ metacognitive skills (Mudrick et al., 2019), while less research has theoretically 

constructed a principle for it. The theoretical implication of this study contributes to exploring a principle to 

improve metacognition with multi-mode stimuli in digital learning settings. We recommend that multi-mode 

stimuli be designed and developed in SR to investigate learners’ metacognition. To help learners recall their prior 
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behaviors, stimulated recall in previous studies employed either surveys or recorded materials such as photos, 

audios, and videos as stimuli. In this situation, learners most likely tend to recall the knowledge presented before, 

but may ignore retrospecting their previous cognitive behaviors and learning strategies.  

Multi-mode stimuli are helpful for arousing learners’ metacognition from two channels. For the first channel, the 

multi-mode stimuli mutually explain the driving mechanism of the behaviors. A single stimulus is weak in 

explaining the reason why behaviors happen. For example, eye tracking can tell where eyes linger but cannot 

explain why. The multi-mode stimuli could improve the deficiency of a single stimulus, which can enhance 

learners’ deep understanding of the driving mechanism of learning behavior and strategies. The other channel is 

generating metacognition from conflict. Conflict occurs because individuals’ cognitive capacity may consistently 

vary throughout their lives, and their expectations of cognitive capacity may be relatively hysteretic to their real 

behaviors. When discrepancy occurred among multi-mode stimuli, learners would instinctively retrospect the 

reasons caused in terms of the adaptation between prior cognitive mode and real learning behaviors.  
 

The effect of COVID-19 has gradually impelled blend learning as an important learning channel. In the context 

of blend learning, the data sources are not only multivariate, but also multistage. Learners are encouraged to 

make comparison and contrast of these stimuli, by which their metacognition are expected to be inspired. First of 

all, with the assistance of information technology, the multi-mode learning behaviors and perceptions are 

accessible in the blend learning context. For example, the PC camera with the assistance of deep learning 

algorithm could be utilized as an eye tracker to capture learners’ eye interaction with online material (SM et al., 

2021), while their log data are also accessible from intelligent tutor system. Additionally, the longitudinal data 

instead of cross-section data are suggested to be employed as stimuli in this approach. Learners could much more 

effectively focus and reflect on a specific learning procedure between the stage of longitudinal stimuli collected, 

rather than recall their behaviors in general.  

 

 
6.2. Practical implications 

 

The current research has a series of practical implications for the modification and redesigning of digital 

dictionaries. Firstly, it is suggested that diversified pronunciation recordings, such as using a child’s voice, be 

provided to meet learners’ individual preferences. Current digital dictionaries typically only offer one or two 

pronunciation voices. It may be beneficial to provide a broad selection of pronunciation voices, such as the 

voices of male, female, older adult and young speakers to meet learners’ personalized preferential treatment 

demands.  

 

Second, the number of example sentences selected in digital dictionaries should be taken into consideration. 

According to eye-tracking data, it is suggested that cognitive overload is a central challenge in the design of 

digital dictionaries. Therefore, users should be able to toggle the maximum number of example sentences that 

appear for each entry according to their cognitive load. In addition, example sentences should be diversified to 

cover equivalent contexts and definitions. Even when a significant number of example sentences are presented, 

many of them are only for high-frequency definitions, ignoring the polysemy. The possible reason may be that 

example sentences were selected automatically according to search engines, which were the most frequently used 

but not always the most suitable. Therefore, the definition, illustration, and example should be consistent with 

each other.   

 

Third, it is suggested that illustrations be spatially close to the corresponding definitions and example sentences. 

Based on the contiguity principle in CTML, learners’ cognitive load is reduced when text and graphics are 

tightly spatially integrated, rather than presented separately. The illustrations selected should (1) have a relation 

with daily life, and (2) relate to the definitions and example sentences. Participants claimed that pictures related 

to their routine contributed more to their learning efficiency and drastically lowered their cognitive load. 

According to CTML, generative processing happens when learners actively integrate prior knowledge into 

working memory. Selective illustrations could facilitate learners’ building of connections between words, 

definitions, example sentences, and pictures. They could successfully extract previous knowledge from long-

term memory, then integrate the processed information with prior knowledge.  

 

Finally, the digital dictionaries should help users to engage in the construction and modification of the dictionary 

content or user interface. Users showed strong interest in participating in providing feedback such as the 

selection criteria of the illustrations, and modifications of definition. Digital dictionaries, therefore, could be 

designed as an open-access or semi-open system for users’ deep involvement. Digital dictionaries could not only 

be used as a tool for information searching, but could also help to construct a collaborative and creative learning 

context. 

../../../../Program%20Files%20(x86)/Youdao/Dict/8.5.1.0/resultui/html/index.html#/javascript:;
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7. Limitations  
 

Although a rigorous validation procedure was implemented to investigate learners’ general using behavior and 

cognitive processes while using digital dictionaries, this research still suffers from some limitations. Firstly, only 

48 participants from one university were recruited for this study, all of whom were native Mandarin speakers. To 

deepen our understanding of the individualized requirements of digital dictionaries, more consideration should 

be given to students’ varied personalities, cultural backgrounds, language levels, technology self-efficacy, and so 

on. Secondly, the measurement of learners’ metacognition was evaluated in general, and the results of each 

dimension of metacognition were not involved in this research. Thirdly, only digital dictionaries were selected as 

the research platform; there are, however, many other multimedia learning tools which could be involved in 

future studies. Finally, due to the limited function of the device and software, only the images of the final entries 

of digital dictionaries were included and studied, and so there will be further exploration of the synchronous 

influence of both visual and audio stimuli.  
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Appendix 1 
 

The metacognition scale and the pre-survey on the perceptions of digital dictionaries 

Items on metacognition   1 2 3 4 5 

(1) When using digital dictionaries, I know my strengths as a learner.      

(2) When using digital dictionaries, I know how to select relevant information.      

(3) I know how to use the material in digital dictionaries.      

(4) I know how to organize new information in digital dictionaries.       

(5) When using digital dictionaries, I know how to connect new information   

with prior knowledge. 

     

(6) I can plan the activities when I use digital dictionaries.      

(7) When using digital dictionaries, I determine what the task requires.      

(8) When using digital dictionaries, I can select the appropriate functions.      

(9) When using digital dictionaries, I can identify the strategies depending on the 

task. 

     

(10) When using digital dictionaries, I organize my time depending on the task.      

(11) When using digital dictionaries, I modify my work according to other  

participants’ suggestions. 

     

(12) I am used to asking questions to check my understanding when using digital 

dictionaries. 

     

(13) I check my approach to improve our outcomes when using digital 

dictionaries. 

     

(14) I improve my work with group processes when using digital dictionaries.      

(15) I detect and correct my errors when using digital dictionaries.      

(16) I make judgments on the difficulty of the task when using digital 

dictionaries. 

     

(17) I make judgments on the workload when using digital dictionaries.      

(18) I make judgments on the instruments when using digital dictionaries.      

(19) I make judgments on my learning outcomes when using digital dictionaries.      

(20) I make judgments on the teamwork process when using digital dictionaries.      

Items on feedforward in digital dictionaries 1 2 3 4 5 

(1) I expect to use digital pronunciation to improve my learning when using 

digital dictionaries. 
     

(2) The explanatory definitions in the digital dictionaries are important to me.       

(3) The illustrations embodied in the digital dictionaries are helpful for learning.      

(4) I think the phrases are useful for learning when using digital dictionaries.      

(5) The synonyms/antonyms are important elements designed in digital 

dictionaries. 
     

(6) Example sentences benefit me a lot when I learn with digital dictionaries.      

 none 1 2-3 4-5 >5 

(7) How many forms of the digital pronunciations do you suggest that digital 

dictionaries should offer? 
     

(8) How many explanatory definitions do you expect from digital dictionaries?       

(9) How many illustrations do you suggest should be presented in digital 

dictionaries? 

     

(10) How many phrases do you suggest should be provided by digital 

dictionaries? 

     

(11) How many synonyms/antonyms do you expect from digital dictionaries?      

(12) How many example sentences do you suggest that digital dictionaries should 

provide? 

     

 

 

 

 

 

 

 

 

 

 



227 

Appendix 2 
 

The descriptive analysis of learners’ fixation duration on each AOI 

 Fixation duration (ms) (FD) 

 Mean S.D. 

1.Pronunciation  4058.88 1206.08 

2.Definitions 3687.67 1307.62 

3.Illustrations 3721.90 1358.49 

4.Phrases 865.79 433.90 

5.Synonyms/Antonyms  688.48 382.33 

6.Example Sentences  

(the first two) 

13207.44 

12858.74 

5848.66 

5777.70 

Note. The fixation duration was calculated in milliseconds. AOI refers to the area of interest. 

  

 

 


