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ABSTRACT: In recent years, in the field of education, there has been a clear progressive trend toward precision 

education. As a rapidly evolving AI technique, machine learning is viewed as an important means to realize it. In 

this paper, we systematically review 40 empirical studies regarding machine-learning-based precision education. 

The results showed that the majority of studies focused on the prediction of learning performance or dropouts, 

and were carried out in online or blended learning environments among university students majoring in computer 

science or STEM, whereas the data sources were divergent. The commonly used machine learning algorithms, 

evaluation methods, and validation approaches are presented. The emerging issues and future directions are 

discussed accordingly. 
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1. Introduction 
 

A key goal of education is to cultivate the talents of all students. It is commonly believed that each student’s 

learning experiences are unique. Therefore, it is imperative to teach in line with each individual’s ability or 

rhythm (Corno & Snow, 1986). However, in the traditional education paradigm, the one-size-fits-all approach is 

adopted with a focus on average students (Cook et al., 2018). It is almost impossible for the teacher to implement 

tailor-made pedagogical tools to cater to students’ diverse learning styles and needs.  

  

Personalized learning refers to “instruction in which the pace of learning and the instructional approach are 

optimized for the needs of each learner. Learning objectives, instructional approaches, and instructional content 

(and its sequencing) may all vary based on learner needs. In addition, learning activities are meaningful and 

relevant to learners, driven by their interests, and often self-initiated” (U.S. Department of Education, 2017, p. 

9). Educational technologies in personalized learning (e.g., e-learning system adaptive to learners’ learning style, 

knowledge level, interest, and preference) help students to learn more effectively than pure educational 

psychology theories or methods (e.g., Huang et al., 2012; Klašnja-Milićević et al., 2011; Tseng et al., 2008). To 

date, a large body of these personalized systems used traditional computers or devices. In contrast, smart devices 

such as wearable devices, smartphones, and tablet computers were less frequently used, and artificial intelligence 

has a significant impact on these personalized learning systems (Xie et al., 2019).  

 

In the field of education, with the rapid advances in artificial intelligence and data science, accurate and rich 

learning data are able to be collected and to reveal learning patterns and specific learning needs. Accordingly, an 

“optimal” personalized learning path or feedback can be provided. As a result, there is a clear progressive shift 

from a one-size-fits-all approach to precision education (Lu et al., 2018; Tsai et al., 2020). Precision education 

considers the individual differences of learners in their learning environments, identifies at-risk students as early 

as possible and provides timely and tailoring intervention accompanied with proper teaching materials and 

strategies, and learning strategies and activities (Cook et al., 2018; Frey, 2019; Lu et al., 2018). Mirroring 

precision medicine (Collins & Varmus, 2015), described as “an innovative approach to disease prevention and 

treatment that takes into account individual differences in people’s genes, environments, and lifestyles” (The 

White House, 2015), precision education aims to advance the diagnosis, prediction, treatment, and prevention of 

at-risk students (Yang, 2019). According to Hart (2016), the more immediate goals of precision education are to 

obtain an accurate understanding of the learner’s unique individual needs through profiling or diagnosis. In 

contrast, its ultimate goals are to implement individualized treatment or prevention and to enhance individual 

student’s learning outcomes. Regarding the means to achieve its goals, precision education stresses the 

importance of advanced computational technologies such as learning analytics, artificial intelligence, and 

machine learning (Williamson, 2019; Yang, 2019).  

 

Situated at the core of AI and data science, machine learning is one of the most rapidly growing techniques and 

has come to be expected as an essential means to achieve precision education and optimize learning. Machine 

learning addresses the question of how to construct computer systems that can learn automatically from past 
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experiences without explicit programming (Jordan & Mitchell, 2015). Machine learning algorithms can classify 

profiling and patterns, provide new models and insights, and make predictions and recommendations to 

customize each individual’s needs and circumstances. With the availability of adequate training data and low-

cost data analytics tools, the data-intensive machine learning methods are widely used to facilitate evidence-

based decision making in commerce, medicine, science, agriculture, and manufacturing (Kourou et al., 2015; 

Liakos et al., 2018; Lin et al., 2011; Ramprasad et al., 2017; Voyant et al., 2017; Wu et al., 2017). Machine 

learning has attracted growing interest in education recently (Gobert & Sao Pedro, 2017; Zhou et al., 2018). By 

adopting machine learning in education, the learning paths can be changed dynamically and personalized based 

on the learner’s progress and pace (Kuch et al., 2020). Therefore, individualized learning, which is adaptive to 

individual needs in real-time, has recently gained increasing attention from educational researchers (Lu et al., 

2018).  

 

The ideas of “personalized learning,” “individualized learning,” and “precision education” are often 

interchangeable, while the concept of precision education is relatively new. The term “precision education” first 

appeared in 2016 (Hart, 2016). Since then, a growing number of studies in this research area have adopted 

machine learning methods. The application of machine learning in education has been reviewed in science 

assessment (Zhai et al., 2020) and educational technology (Korkmaz & Correia, 2019). Nevertheless, a 

systematic review of the applications of machine learning in precision education is lacking. The development, 

trends, and challenges of technology-supported adaptive/personalized learning have recently been systematically 

reviewed (Xie et al., 2019). However, Xie et al. (2019) found that one study adopted deep neural network 

techniques among the 70 studies published from 2007 to 2017 (Shi & Weninger, 2017). To provide insights into 

the educational benefits of machine learning, a comprehensive review is needed to fill the gaps and shed light on 

the current status, major challenges, and potential future directions of using a machine learning approach for 

precision education. Five specific research questions guide this study:  

 

• What are the primary research purposes of using a machine learning approach for precision education (e.g., 

diagnosis, prediction, treatment, or prevention)? 

• In which learning environments, domains, education levels, samples, and data sources have machine 

learning been applied for precision education? 

• What are the learner’s individual differences and learning outcomes of using machine learning in precision 

education? 

• What are the algorithms, evaluation measures, and validation approaches of using machine learning in 

precision education? 

• Are there significant relationships among these aforementioned categorical variables by using chi-square 

analysis? 

 

 

2. Methods 
 

2.1. Literature search  

 

For this review, we selected peer-review articles employing machine learning techniques for precision education, 

published in journals that are indexed in the Web of Science database. This is a highly reputable database in 

terms of research quality. As machine learning and precision education have become popular since 2016, we set 

our search to articles published from January 2016 to July 2020. We further limited the document type to journal 

or early access articles written in English to ensure the consistent quality of the recruited studies. The keywords 

used for this search included “machine learn*,” “machine-learn*,” “precision,” “personal* (not personality),” 

“individual*,” and “education.” Based on the above search parameters, a total of 151 articles were retrieved. 

Figure 1 demonstrated the process of selecting the eligible studies for this review. We then screened the articles 

by reading the titles and abstracts. Those studies that matched our inclusion criteria were retained. The inclusion 

criteria are fourfold: (1) empirical studies (not a position paper or review paper), (2) in a learning setting, (3) 

using machine learning techniques, and (4) measuring individual differences. When one of the inclusion criteria 

was not met, the study was excluded. For instance, Koutsouleris et al. (2016) adopted a machine learning 

approach to predict the treatment outcomes in patients with first-episode psychosis. This study was excluded 

because it belongs to the field of psychiatry. By the end of this stage, a total of 34 studies were eligible, while 22 

studies were uncertain as the information provided in the title and abstract was insufficient to make a judgment. 

We then reviewed all of the full-text articles for the uncertain studies. After applying our selection criteria, the 

final dataset comprised 40 empirical studies. 
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Figure 1. The selection of eligible studies 

 

 

2.2. Coding scheme 

 

To analyze the current status and future trends of machine-learning-based precision education, all studies were 

qualitatively coded. The coding scheme consists of eight main categories, including research purpose, general 

information, individual differences, learning outcomes, machine learning algorithms, evaluation of algorithms, 

validation of algorithms, and major research findings. Table 1 illustrates the overall coding scheme of this study. 

 

As suggested by Yang (2019), the coding for the research purpose includes diagnosis or profiling (e.g., 

introverts, extroverts), prediction (e.g., dropout, performance), treatment or intervention (e.g., plan-making 

intervention, value-relevance intervention), prevention, and recommendations (e.g., personalized learning paths, 

learning contents).  

 

The coding for general information comprises publication year, learning environment, learning domain, learners’ 

educational level, sample size, data source. The coding for the learning environment can be further divided into 

classroom, online, blended (combining classroom and online learning; Graham, 2006), and others (e.g., 

laboratory). The coding for the learning domain is grouped into four main categories, including one multiple 

domains and three single domains. That is, multiple domains with many disciplines in a single study, computer 

sciences domain (e.g., programming, internet of things, data science), STEM domain (e.g., engineering, 

mathematics, digital design, electronic technology), and social sciences domain (e.g., finance, statistics, 

psychology, and language learning). Note that the main reason for selecting computer sciences as a separate 

category is that computer sciences are very closely linked with precision education in terms of that precision 

education places great emphasis on data-intensive digital technologies (Williamson, 2019). In addition, the 

STEM domain, an interdisciplinary domain that encompasses disciplines of science, technology, engineering, 

and mathematics, is categorized as a single primary domain in this study for two reasons. The first is that STEM 

education has gained increasing prominence in the past decade (Honey et al., 2014). The second is that STEM 

topics are often step-based and well-defined problems, where artificial intelligence tools and techniques can be 

relatively easily applied (Humble & Mozelius, 2019; Roll & Wylie, 2016). The coding for learners’ educational 

level includes K-12 students, university students, and others (e.g., teachers, working adults). The coding for 

sample size is classified into 1-999, 1,000-9,999, more than 10,000, and others (e.g., number of responses in 

training dataset). The coding for the data source is divided into four major categories, including log files from a 

learning platform (e.g., MOOCs, e-learning system, Facebook, Mobile app), learning records or surveys (e.g., 

prior grades, past performance, satisfaction), institutional database (e.g., SAT scores, financial status), and 

physiological records (e.g., EEG signals, eye-movement data).  

 

The coding for individual differences consists of seven categories: demographic (e.g., gender, age), academic 

(e.g., past performance, prior knowledge), cognitive (e.g., reasoning, working memory), affective (e.g., self-

concept, motivation, learning styles, relationships with teachers and peers), behavioral (e.g., log activities, time 

and efforts for learning activities), pedagogical. In particular, pedagogical category refers to the factors relevant 
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to course difficulty, learning content, or classroom characteristics. The coding for learning outcomes includes 

performance and dropout/ attrition/retention. If a learning outcome could not be categorized into these 

categories, the coder tagged it as others and wrote down the specific information.  

 

Based on Moreno-Marcos et al.’s (2018) and Zhai et al.’s (2020) review studies, the coding for machine learning 

algorithms includes the commonly used ones such as K-Nearest Neighbors (KNN), Naïve Bayes, Regression, 

Random Forest, Decision Tree, Support Vector Machine (SVM), and Neural Networks. The relatively infrequent 

algorithms are categorized into the “others” category. This classification and the definitions of each type of 

algorithm evaluation and validation approaches were adopted from Zhai et al.’s (2020) review study on the 

applications of machine learning methods in science assessment. The coding for evaluation measure of 

algorithms covers the most frequently used indicators, including accuracy, precision, recall/sensitivity, F1-score, 

Area under the ROC Curve (AUC), and Receiver Operating Characteristic (ROC). The less often used evaluation 

indicators are classified as others. In this review, the validation approaches of algorithms are classified into self-

validation, split validation, and cross-validation.  

 

Table 1. Coding scheme of this study 

Coding categories 

1. Research Purpose 

Diagnosis (e.g., introverts, extroverts) 

Prediction (e.g., dropout, performance) 

Intervention (e.g., plan-making intervention, value-

relevance intervention) 

Prevention 

Recommendations (e.g., personalized learning paths, 

learning contents) 

2. General information 

Publication year 

Learning environment 

• Classroom 

• Online 

• Blended  

• Others 

Learning domain 

• Computer sciences 

• STEM 

• Social sciences 

• Multiple 

Learners’ education level 

• K-12 students 

• University students 

• Others 

Sample size 

• 1-999 

• 1,000-9,999 

• >=10,000 

• Others 

Data source 

• Log files from learning platform (e.g., log 

activities in MOOCs) 

• Learning records or surveys (e.g., prior grades, 

satisfaction) 

• Institutional databases (e.g., SAT scores, 

financial status) 

• Physiological records (e.g., EEG signals, eye-

movement data) 

3. Individual differences  

Demographic (e.g., gender, age) 

Academic (e.g., past performance, prior  

knowledge) 

Cognitive (e.g., reasoning, working memory) 

Affective (e.g., self-concept, motivation,  

learning styles, relationships with teachers  

and peers) 

Behavioral (e.g., log activities, time and efforts  

for learning activities) 

Pedagogical (e.g., learning contents, course  

difficulty) 

4. Learning outcomes 

Performance 

Dropout/ attrition/retention 

Others 

5. Machine learning algorithms  

KNN 

Naïve Bayes 

Regression 

Random Forest 

Decision Tree 

SVM 

Neural Networks 

Others 

6. Evaluation of algorithms  

Accuracy 

Precision 

Recall/sensitivity 

F1-score 

AUC 

ROC 

Others 

7. Validation of algorithms 

Self-validation 

Split validation 

Cross-validation 

8. Major research findings 

 

Finally, among the coding scheme, individual differences, machine learning algorithms, evaluation of 

algorithms, and validation of algorithms are coded with multiple responses as a single study generally measures 

several individual characteristics (e.g., demographic, academic, behavioral) and adopted more than one 
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algorithm, evaluation measures, and validation approach. As a result, the sum of these factors may exceed 40. In 

contrast, the rest of the coding categories are multiple-choice items, while the sums are all 40.     

 

 

3. Results 
 

In this section, the results of the analyses of the 40 empirical studies are presented. By and large, the distribution 

of the publication year clearly indicated that there is a growing trend. There was only one paper published in 

2016, two in 2017, and three in 2018. In the year of 2019, there were 17 studies published. This year was 

obviously the turning point, as there were 17 articles employing machine learning techniques for precision 

education within the first seven months of 2020. This result corroborates the rising popularity of this topic. 

These 40 reviewed studies were analyzed following five major research questions regarding the research 

purpose, general information, learners’ characteristics and learning outcomes, and machine learning algorithms 

and algorithms’ evaluation. Each research question is in its own subsection. In addition to descriptive analysis, 

Chi-square analysis was also conducted to examine whether there are statistically significant relationships among 

the aforementioned categorical variables with multiple-choice items. The significant results are reported 

accordingly.   

 

 

3.1. What are the primary research purposes of using a machine learning approach for precision 

education? 

 

As shown in Figure 2, the analyses indicated that among the 40 studies, the majority (25 studies) adopted 

machine learning methods to make predictions, and nine aimed for diagnosis and profiling. Only three studies 

carried out intervention research such as using behavioral intervention (e.g., self-regulation, value-relevance; 

Kizilcec et al., 2020) and machine learning-generated individual eye movement feedback (Krol & Krol, 2019). It 

was noted that no study employed prevention. Furthermore, three studies provided recommendations such as 

appropriate learning contents through an individualized AI tutor (Kim & Kim, 2020). Among these 40 studies, 

only two adopted an experimental design (Kizilcec et al., 2020; Krol & Krol, 2019), and two adopted a quasi-

experimental design (Magana et al., 2019; Ninaus et al., 2019). 

 

 
Figure 2. Distribution of research purposes 

 

 

3.2. In which learning environments, domains, education levels, samples, and data sources have machine 

learning been applied for precision education? 

 

In terms of the learning environments in which machine learning was employed, four categories were defined: 

classroom, online, blended, and others (Figure 3). The most used learning environment was online learning (18 

out of 40 studies), followed by classroom learning (9 studies) and blended learning (8 studies). The studies not 

specified, and the study conducted in a game-based learning environment were tagged as others (5 studies).  
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With regard to the learning domain, most studies recruited learners from multiple domains (n = 10) partially due 

to the large dataset of these studies (Figure 4). Concerning specific learning domains, STEM (n = 10; e.g., 

engineering, mathematics, digital design, electronic technology) and computer science (n = 9; e.g., 

programming, internet of things, data science) related domains were most popular. Machine learning was also 

used in social sciences (n = 7) such as finance, statistics, psychology, and language learning. Besides, there were 

four studies which did not specify the learning domain. 

 

 
Figure 3. Distribution of the learning environment 

 

 
Figure 4. Distribution of the learning domain 

 

As shown in Figure 5, the overwhelming majority of studies recruited university students (24 out of 40 studies), 

whereas five focused on elementary students and secondary students. Among the 40 reviewed studies, nine were 

tagged as others. The reason is that these studies recruited participants from heterogeneous groups by using 

MOOCs or other large databases. Among the nine studies categorized as others, one solicited participants from 

teachers who were taking a computer science course (Spatiotis et al., 2020). Besides, there were two studies 

which did not specify the learners’ education level. 

 

To train a good machine learning algorithm model, a certain amount of data is required. Of the 40 studies 

included in this paper, the number of students ranged from 6 to 269,169. Among them seven studies’ sample size 

was beyond 10,000, and six studies recruited 1,000-9,999 students. Surprisingly, the sample size of most of the 

studies (22 studies) fell into the 1-999 range. There were three studies which reported the numbers of responses 

for the training data instead, namely 3,000, 11,156, and 76,936, respectively. The training responses ranged from 

650 to 9,966,292. For the study which recruited six students (Kurilovas, 2018), the responses used for training 

data were 5,658. There were three studies found with no sample size or training response information. Figure 6 

illustrates the distribution of sample size.   
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Figure 5. Distribution of learners’ education level 

 

 
Figure 6. Distribution of sample size  

 

 
Figure 7. Distribution of data sources 

 

As shown in Figure 7, the distribution of major data sources varied. Most of the studies collected students’ log 

files from a learning platform (20 studies; e.g., MOOCs, e-learning system, Facebook, Mobile app), followed by 
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learning records or surveys (12 studies; e.g., prior grades, past performance, satisfaction) and institutional 

databases (4 studies). It is worth noting that several neuroscience studies began to adopt machine learning to 

analyze the physiological records (4 studies). In particular, there were two studies which collected data from 

EEG signals (Luo & Zhou, 2020; Rajkumar & Ganapathy, 2020), and two which analyzed eye-movement data 

employing a machine learning approach (Krol & Krol, 2019; Lee et al., 2019).  

 

 

3.3. What are the learners’ individual differences and learning outcomes of using machine learning in 

precision education? 

 

For the machine learning training model’s features, the individual characteristics were grouped into six main 

categories as described in the coding scheme section (Figure 8). Among them, the behavioral characteristics 

(e.g., log activities, time and efforts for learning activities) were mostly investigated (18 studies), followed by 

affective factors (16 studies). The affective factor included self-concept, motivation, attitudes, learning styles, 

learning strategies, coping strategies, relationships with teachers and peers, time management, etc. For example, 

Rajkumar and Ganapathy (2020) compared Chatbot and machine learning algorithms’ classification accuracy. 

Based on the VARK (Visual, Auditory, Read/Write and Kinesthetic) learning style, individuals were classified 

as Introverts or Extraverts. Introverts prefer to study alone in calm places. Extraverts prefer to study in a group 

and like to learn with music and audiobooks. Participants first answered questionnaire questions via the Chatbot, 

then their learning beta brain waves were recorded through a non-invasive EEG sensor while they were 

processing visual and auditory learning content. The result showed that the classification accuracy of the Chatbot 

and machine learning algorithms was similar, whereas the Chatbot was fast and convenient. There were 14 

studies which used demographic information and 13 which examined the academic characteristics (e.g., past 

performance, prior knowledge). There were six studies which involved cognitive factors (e.g., reasoning, 

working memory) as independent variables in the training model. Finally, among the 40 studies, five examined 

pedagogical factors relevant to course difficulty or classroom characteristics, such as learning materials (e.g., 

Coussement et al., 2020; Kassak et al., 2016), teaching strategies or interventions (Kizilcec et al., 2020).  

 

 
Figure 8. Distribution of individual differences 

 

Investigating the learning outcomes, as shown in Figure 9, the majority of studies focused on learning 

performance (15 studies) and dropout/attrition/retention (11 studies). This finding was consistent with the 

research purpose, as most of the studies aimed to make predictions or profiling and tried to identify at-risk 

students as early as possible. Of the 40 reviewed studies, nine were categorized as others, such as emotion 

engagement (Ninaus et al., 2019), satisfaction (Spatiotis et al., 2020), decision quality (Krol & Krol, 2019), 

behavior intentions (Arpaci, 2019), and brain organization (Astle et al., 2019). For instance, using an artificial 

neural network algorithm named Self Organising Maps, Astle et al. (2019) grouped 530 heterogeneous 

struggling children into four clusters with distinctive cognitive profiles. The group comparison showed that they 

were significantly different in terms of their learning performance (e.g., reading, math), behavioral scores (e.g., 

executive function, communication), and patterns of brain organization. Besides, Ninaus et al. (2019) examined 

emotional engagement differences in game-based and non-game-based learning by using the SVM algorithm. 

There were five studies which were tagged as not applicable.  
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Figure 9. Distribution of learning outcomes 

 

 

3.4. What are the algorithms, evaluation measures, and validation approaches for using machine learning 

in precision education? 

 

The machine learning experts developed different kinds of algorithms to train the models. Depending on the data 

characteristics, selecting some algorithms may result in better performance. Various indicators can evaluate the 

quality of the model according to the research purpose. Also, in machine learning, whether a trained model can 

be generalized to an independent dataset like a testing dataset is essential. This process refers to model 

validation. Investigating these reviewed studies, the commonly used algorithms were KNN, Naïve Bayes, 

regression, random forest, neural networks, decision tree, and SVM. In contrast, the innovative or uncommon 

machine learning algorithms were numerous (see Figure 10).  

 

 
Figure 10. Distribution of machine learning algorithms 

 

As shown in Figure 11, the models were often evaluated by using accuracy, precision, recall/sensitivity, F1-

score, AUC, and ROC, while other measures were also used, such as specificity, PR curve, and RMSE. There 

were two studies which did not specify the algorithm used in their study. 

  

As shown in Figure 12, adopting Zhai et al.’s (2020) classification and definitions, three validation approaches 

were classified in this review: self-validation, split validation, and cross-validation. Self-validation did not divide 

data into a training set and test set; in contrast, the same data were used to build the algorithmic model and to 

evaluate the model. Split validation divided data into two sets: a training dataset to train the model, and a testing 

dataset to evaluate the model. The generalizability of the algorithm was improved by using split validation. 



259 

However, there were only two datasets, and the validation indicator still may vary when the settings of the 

training and testing data were changed. Therefore, in machine learning, cross-validation is more commonly used. 

Cross-validation divides data into n subsets (n-fold; the number of n might be 4, 5, or 10), while with this 

process, each subset was used to be both the training set and the testing set. Figure 12 demonstrates that cross-

validation was most frequently used in our review sample, too; that is, 24 out of 40 studies used cross-validation, 

followed by self-validation (16 studies) and split validation (10 studies).  

 

 
Figure 11. Distribution of machine learning algorithm evaluation 

 

 
Figure 12. Distribution of validation of machine learning algorithms 

 

 
Figure 13. Distribution of validation types of machine learning algorithms 
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Figure 13 further presents how many types of validation approaches were used in our reviewed studies. The 

result showed that a single method was dominant (26 studies), followed by two mixed validation approaches (10 

studies), and three types of validation used together (1 studies). Among the 40 reviewed studies, three did not 

report the validation approach.  

 

 

3.5. Are there significant relationships among these aforementioned categorical variables by using chi-

square analysis? 

 

The Chi-square analysis showed that for the studies’ sample size larger than 10,000, the data were mainly 

collected in online environments, whereas for the studies with sample sizes ranging from 1 to 999, the data were 

collected through classroom, online, or blended environments (χ2 = 22.44, p = .033). For the studies focused on a 

single learning domain (e.g., computer science), the data source is mainly from log files from the learning 

platform and learning records, while the studies which covered multiple learning domains also obtained data 

from institutional databases (χ2 = 22.69, p = .031).  

 

Concerning learning outcomes, learning performance and dropout/attrition/retention were mostly measured by 

the studies aimed to make predictions, while learning outcomes were less often measured for the studies mainly 

focused on profiling or recommendations (χ2 = 24.32, p = .004). Furthermore, learning performance is equally 

important among all learning environments, while “other” learning outcomes are often measured in “other” 

learning environments (χ2 = 28.07, p = .001); for instance, emotional engagement was measured in game-based 

learning environments (Ninaus et al., 2019), or brain organization was evaluated by laboratory study (Astle et al., 

2019).  

 

With respect to the validation of algorithm, self-validation and split-validation were seldom used together (χ2 = 

6.07, p = .013), whereas self-validation was more often combined with cross-validation (χ2 = 5.52, p = .019). 

Cross-validation tent to be used as the only validation approach, followed by combination with another type of 

validation (e.g., self-validation, split-validation; χ2 = 9.62, p = .008). Split-validation were often paired with 

cross-validation, followed by using alone (χ2 = 6.14, p = .047).  

 

 

4. Discussion 
 

In this paper, we systematically reviewed the emerging field of using a machine learning approach for precision 

education. After a series of screening steps, a total of 40 studies remained. To date, profiling and prediction were 

the primary research purpose. In short, most studies were carried out in an online or blended learning 

environment among university students majoring in computer science or STEM with heterogeneous data 

sources, such as MOOCs, institutional datasets, learning records, etc. The results indicated that using a machine 

learning approach for precision education is a fast-growing area with high potential. The emerging issues and 

future directions are presented in the following section. 

 

 

4.1. From personalized learning to individualized learning 

 

In the traditional education setting, personalized learning is resource-heavy and time-consuming. With the 

development of society and technology, data-driven personalized learning or precision education has become an 

achievable education paradigm. Among the potential methodologies to realize precision education, machine 

learning is viewed as one of the most promising means that emphasizes individual-level support rather than 

class- or group-level assistance. Harnessing big data, machine learning approaches are capable of extracting 

meaningful patterns and making individualized predictions. Correspondingly, this review study showed that 

diagnosis and prediction were the most prevalent research types, consistent with the results from an earlier 

review study on artificial intelligence applications in higher education (Zawacki-Richter et al., 2019). Only a 

handful of studies (n = 3) delivered interventions, similar to the proportion of review studies adopting learning 

analytics in higher education (Sonderlund et al., 2019; Viberg et al., 2018). There was as yet no study that 

provided prevention. The rapid advances in automatic emotion detection techniques are opening up new 

possibilities to monitor students’ real-time emotions (Ninaus et al., 2019) and to provide immediate 

individualized feedback or learning materials. Real-time feedback or interventions are encouraged in future 

studies to realize the machine learning technique’s full potential. That is, the research focus may shift from 

personalized learning to individualized learning (Luan et al., 2020).  
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4.2. Domain and population generalization issues 

 

To date, most studies have been carried out among university students majoring in computer sciences and 

STEM. It is reasonable that the researchers with information technology expertise and in-depth domain 

knowledge were more familiar with machine learning techniques and gained greater access to students in these 

domains. On the other hand, the step-based and well-defined problems in computer sciences and STEM topics 

were more likely for machine learning researchers to design and implement personalized educational tools or 

systems (Humble & Mozelius, 2019; Roll & Wylie, 2016). Since the number of published articles in the first 

seven months of the year of 2020 was equal to the total of the year of 2019, the adoption of machine learning in 

education might experience a growth spurt, as occurred with AI-based precision medicine (Kourou et al., 2015; 

Krittanawong et al., 2017; Rajkomar et al., 2019) and precision psychiatry (Bzdok & Meyer-Lindenberg, 2018). 

Perhaps future research could broaden the learning domain from computer sciences and STEM to a more general 

knowledge area and include more learners at lower education levels such as kindergartens, elementary and 

secondary students.  

 

 

4.3. Convergence of machine learning and neuroscience 

 

The other notable line in research employing machine learning methods for precision education is the 

convergence of machine learning and neuroscience, similar to the existing trends in psychiatry (Janssen et al., 

2018). The vast amount of data generated by EEG and Eye-movement devices is a perfect match for machine 

learning. The algorithmic models can be utilized to classify the patterns of cognitive ability such as working 

memory (Luo & Zhou, 2020) and styles of attention in financial decision making (Krol & Krol, 2019). Real-time 

feedback provided by machine learning techniques enables students to significantly improve their performance 

(Krol & Krol, 2019). The knowledge and insights from different forms of learning data are converging to create 

a new interdisciplinary science of learning that is capable to provide differentiated educational practices (Kuch et 

al., 2020).  

 

 

4.4. Integration of innovative technologies and classic learning theories 

 

Last but not least, we noticed that most of these reviewed studies selected features based on data availability; 

thus, past performance and log activities were frequently used in the training models. These data-intensive 

machine learning technologies might be integrated with learning theories to more effectively enhance students’ 

learning (X. Chen et al., 2020; Hew et al., 2019). It is essential to help students become active participants in 

their own learning process and facilitate their self-directed learning (Loftus & Madden, 2020). Depending on the 

individual needs and specific educational purposes, pedagogical tools and learning strategies can be designed 

from different education perspectives such as behaviorism, information processing theory, social cognitive 

theory, and constructivism (Schunk, 2020). 

 

 

5. Conclusion 

 
In this review, we systematically reviewed 40 empirical studies regarding machine-learning-based precision 

education and showed that this field is a rapidly expanding area. This study uncovered the research gaps and 

provided an overview of the recent progress to help researchers understand essential topics in this emerging 

field. The results indicated that the majority of studies focused on the prediction of learning performance or 

dropouts, and were carried out in an online or blended learning environment among university students majoring 

in computer science or STEM, whereas the data sources were divergent and the sample size was 1-999. The 

commonly used machine learning algorithms, evaluation methods, and validation approaches were presented. 

This study offered valuable insights into the state-of-the-art machine learning techniques in precision education. 

We also discussed the emerging issues and critical directions to inspire the researchers interested in this field to 

conduct more empirical studies in the future. Furthermore, the research findings provided beneficial information 

for teachers and practitioners. The learning patterns and needs, and the predictions of learning outcomes 

generated by machine learning methods can help teachers make more precise decisions and reduce educational 

waste in time and resources.  

 

This review study has several limitations. First, it should be noted that the current study mainly conducted a 

descriptive quantitative analysis of the current status of machine-learning-based precision education. Research 

synthesis and meta-analysis are recommended to provide more critical information. Second, we limited our 
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search to journal articles to ensure the research quality, while book chapters and conference papers were 

excluded. Third, we set our search in published journal articles indexed in a highly reputable database, namely 

the Web of Science. Future studies can search for papers without these limitations to obtain more eligible items.  

 

Compared to studies of other more mature educational technologies such as augmented reality and virtual reality 

(e.g., M. P. Chen et al., 2020; Cheng & Tsai, 2020; Jong et al., 2020), research using a machine learning 

approach for precision education is in its infancy. There is a long way to go in promoting learning and teaching 

by using machine learning methods. An in-depth understanding of the relationships between AI/machine 

learning techniques and an individual’s characteristics calls for more subsequent research in this field. 
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