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ABSTRACT: Precision education is a new challenge in leveraging artificial intelligence, machine learning, and 

learning analytics to enhance teaching quality and learning performance. To facilitate precision education, text 

marking skills can be used to determine students’ learning process. Text marking is an essential learning skill in 

reading. In this study, we proposed a model that leverages the state-of-the-art text summarization technique, 

Bidirectional Encoder Representations from Transformers (BERT), to calculate the marking score for 130 

graduate students enrolled in an accounting course. Then, we applied learning analytics to analyze the correlation 

between their marking scores and learning performance. We measured students’ self-regulated learning (SRL) 

and clustered them into four groups based on their marking scores and marking frequencies to examine whether 

differences in reading skills and text marking influence students’ learning performance and awareness of self-

regulation. Consistent with past research, our results did not indicate a strong relationship between marking 

scores and learning performance. However, high-skill readers who use more marking strategies perform better in 

learning performance, task strategies, and time management than high-skill readers who use fewer marking 

strategies. Furthermore, high-skill readers who actively employ marking strategies also achieve superior scores 

of environment structure, and task strategies in SRL than low-skill readers who are inactive in marking. The 

findings of this research provide evidence supporting the importance of monitoring and training students’ text 

marking skill and facilitating precision education. 
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1. Introduction 
 

Precision education (Yang, 2019) is a challenge in applying artificial intelligence and machine learning 

techniques as well as learning analytics to enhance teaching quality and learning performance. Its goal is to 

identify at-risk students as early as possible and provide timely assistance through diagnosis, prediction, 

treatment, and prevention—specifically, it aims to identify students’ learning patterns and behaviors during the 

learning process and predict their learning outcomes. The instructor can then provide personalized feedback or 

intervention to those at-risk students to prevent them from failing the course. 

 

With advancements in information and communication technology, learning actions can be logged by a learning 

management system, such as Moodle (Ogata et al., 2017). Learning analytics can be used to analyze these logs—

for example, the time students stay on a certain page or the markings or notes they make. Nian et al. (2019) and 

Yin et al. (2019) analyzed how often students used the e-reader functions such as NEXT, PREV, and MARKER 

to determine whether these behaviors are related to learning performance. They found that students who used the 

marker function tended to achieve superior learning performance. Al-khazraji (2019) observed that learners who 

used markers to highlight the sentences they thought were important exhibited considerably improved learning 

effectiveness. Yufan et al. (2020) proposed that in addition to analyzing the marking frequency, the area of 

marking may also be related to learning performance. However, if the content of the text being marked is not 

considered, marking can be overused or misused, resulting in decreased learning performance. 

 

Measuring the content of markings reveals student’s comprehension of the course. Normally, students mark the 

sentences or words they perceive as important during their learning process. The increasing use of e-learning 

systems has made it easier for instructors to observe students’ learning behavior and provide relevant advice. 

Traditionally, the assessment process has typically been performed by instructors or teachers. However, this 

process is unsuitable when teaching resources are limited. To address this issue, text summarization techniques 

can be applied to automate the assessment process. 

 

The adoption of marking or underlining is a metacognitive skill that enables learners to identify the essential 

concepts and focus on them during the review process (Van Horne et al., 2016). Similarly, self-regulated 
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learning (SRL) is a learning process that includes multiple metacognitive skills and positively affects learning 

performance (Michalsky & Schechter, 2013; Siadaty et al., 2012). We speculated that learners with SRL skills 

are more likely to adopt and optimize the effect of the text marking strategy. For instance, students who are good 

at task strategies may mark the critical concepts to enhance their memory retention. Therefore, this study also 

evaluated the correlation between text marking and SRL. 

 

 

2. Literature review 
 

2.1. Precision education 
 

Precision education involves four phases: diagnosis, prediction, treatment, and prevention. The process of 

identifying students’ learning patterns and behavior, predicting learning outcomes based on the collected data, 

providing timely intervention, and preventing them from failing in the course is similar to the procedure when a 

doctor gives a patient a treatment based on their symptoms, hence the name precision education. Contrary to the 

traditional one-size-fits-all approach to teaching, precision education aims to provide individual students with 

personalized feedback and treatment according to their learning profile. Empirical studies have shown the 

effectiveness of precision education. For example, Lu et al. (2018) applied learning analytics early on in a 

blended calculus course to predict students’ academic performance and identified seven critical factors affecting 

their performance. Hu et al. (2014) developed early-warning systems to predict at-risk students during a course 

in progress. They found that time-dependent variables are essential to predict student online learning 

performance. In this study, we explored whether the content marked by students in an e-book can predict their 

learning performance. 

 

 

2.2. Text summarization techniques for key concept extraction 

 

Automated text summarization has been studied since the late 1950s (Luhn, 1958). Many studies have focused 

on extractive summarization using statistical methods (Das & Martins, 2007). TextRank is an extractive and 

unsupervised text summarization technique introduced by Rada Mihalcea and Paul Tarau (Mihalcea & Tarau, 

2004). It has been used to summarize meeting transcripts (Garg et al., 2009) and assess web content credibility 

(Balcerzak et al., 2014). Rose et al. (2010) introduced rapid automatic keyword extraction (RAKE), an 

unsupervised, domain-independent, and language-independent method for text summarization. They applied 

RAKE to a corpus of news articles to extract keywords that are essential to documents. While these studies 

achieved information retrieval by using traditional machine learning algorithms, researchers from Google built 

an unsupervised learning architecture called Bidirectional Encoder Representations from Transformers (BERT; 

Devlin et al., 2018). It is a deep learning model developed on top of the Transformer architecture (Vaswani et al., 

2017), which beats nearly all existing models in the natural language processing (NLP) field for various tasks 

(Devlin et al., 2018). 

 

 

2.3. SRL in learning analytics 

 

SRL is a learning process involving cognitive and metacognitive strategies that enhance students’ motivation to 

learn and reflect on their learning process, thereby contributing to their comprehension of studied materials 

(Michalsky & Schechter, 2013; Siadaty et al., 2012). Through SRL, students can come to deeply understand 

complex topics in the learning process (Jacobson & Archodidou, 2012; Järvelä et al., 2015; Labuhn et al., 2008). 

However, their behaviors and attitudes reflect SRL, which also contributes to their self-confidence (Artino & 

Jones, 2012; Stefanou et al., 2014). 

 

After realizing the importance of SRL in online learning, studies have investigated whether the use of SRL 

strategies influences students’ learning and metacognitive skills. For example, Littlejohn et al. (2016) discovered 

that learners’ motivations and goals influence how they conceptualize the purpose of a course, which in turn 

influences their perception of the learning process. Similarly, Kizilcec et al. (2017) explored learners’ SRL skills 

based on their overall course achievement, engagement in course content, and survey responses across six 

massive open online courses. They compared various SRL strategies and learners’ actual behaviors and found 

that goal setting and strategy planning were associated with the attainment of personal course goals. Moreover, 

learners with high self-reported SRL were more likely to review the learned content. 
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Learning analytics have potential advantages in the examination of student SRL in online learning environments 

(Järvelä et al., 2016). The use of markers on e-book readers is considered a cognitive and metacognitive strategy 

(Van Horne et al., 2016). High-skill readers who have good metacognitive knowledge can identify and isolate 

essential concepts, whereas low-skill readers have difficulties in marking the most relevant information, leading 

to the overuse or misuse of the marking strategy. In this study, we collected data on students’ self-reported SRL 

by asking them to complete an SRL questionnaire before the experiment. Their marker records were logged in 

the BookRoll database, and the learning analytics approach was applied to investigate their marking patterns and 

frequencies and SRL skills. We hypothesized that learners who are high-skill readers and frequent marker users 

have higher SRL skills. This approach may provide a new method to analyze the relationship between different 

groups of students stratified by reading and SRL skills. 

 

 

2.4. The association between learning analytics, learning behaviors, and marking strategy 

 

Using markers is considered a metacognitive learning behavior that positively influences reading comprehension 

(Van Horne et al., 2016). According to Pearson et al. (2016), the prime tasks of students when reading a textbook 

are to (a) focus attention and (b) engage in encoding activities in a manner that will increase the probability of 

understanding and retrieving the high pay-off ideas and relationships. Thus, they should identify the most 

relevant information in the text and test themselves to ensure that the material is understood and remembered. 

Nist and Hogrebe (1987) argued that students cannot remember everything they read. Thus, the use of text 

marking can help them identify and isolate key concepts. Specifically, college students are often required to 

learn and remember a large amount of information for assessments over a relatively long period. The strategy of 

marking or underlining the most relevant information can help them reduce the amount of information they need 

to review. Nist and Hogrebe (1987) further argued that instead of merely engaging in passive reading, text 

marking allows students to actively engage with the learning materials, which is believed to improve their 

memory retention. Chickering and Gamson (1987) also suggested the importance of active learning—learning 

that engages the student and makes them active participants in the learning process. 

 

Studies have demonstrated the importance of marking skill in reading and learning performance. Bell and 

Limber (2009) noted differences in reading skills based on how much students mark, with low-skill readers 

marking more than high-skill readers. Nian et al. (2019) explored correlations between student reading 

engagement and learning outcomes and applied machine learning to predict learning outcomes. Yin et al. (2019) 

analyzed reading pattern behaviors, such as deleting markings or bookmarks after adding them. These findings 

suggest that instructors must train students on how to effectively mark a text. Many researchers have simply 

measured the frequency of text marking in digital textbooks without considering the content being marked, thus 

neglecting overmarking or mismarking by students, which can confound the results. 

 

To overcome this limitation and investigate whether marked content has a strong correlation with learning 

performance, we used a method to automatically summarize the text from learning materials to calculate the 

marking score, which was referred to as marking quality in this study. We further measured students’ reading 

skills using their marking score and marking frequency and evaluated whether it affects learning performance 

and SRL. This study addressed the following research questions: 

 

• Can machines extract concepts that are approximate to the key concepts extracted by humans for marker 

grading? 

• What is the relationship between marking quality, marking frequency, and learning outcomes? 

• Is there a difference among students with varying levels of reading skills in learning performance and SRL? 

 

 

3. Methods 
 

3.1. Research context 

 

A 12-week accounting course offered to undergraduate students at a university in Taiwan was the research 

context. The course was mandatory for students majoring in accounting but open to other majors as an elective 

course. The course used an e-book system, BookRoll, in which students read the e-books uploaded by the 

instructor. Thirteen slides were uploaded to BookRoll. BookRoll is an e-book reading system (Flanagan & 

Ogata, 2017) developed by Kyoto University. Students’ e-book reading actions in BookRoll have been 

introduced in detail by Ogata et al. (2015) and Flanagan and Ogata (2018). One hundred thirty-two 

undergraduate students in the department of accounting took the course. Students completed a questionnaire 
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containing SRL questions at the beginning of the course. Students took a midterm exam in the middle of the 

semester and a final exam at the end of the semester. All students completed the course, but two failed to 

complete the SRL questionnaire, and consequently, we used the data from 130 students for analysis. 

 

 

3.2. Procedure 

 

In the first week, the students completed the prequestionnaire, which comprised items related to self-regulation. 

The instructor then introduced the syllabus of the course and demonstrated how to use BookRoll functions, such 

as opening slides, using markers, and adding memos. Before each class, students were required to preview the 

learning materials uploaded by the instructor on BookRoll. They were also encouraged to use the various 

functionalities in BookRoll, such as using markers or adding memos, as their use of those interactive tools 

counted toward their learning activity score. Instructors can highlight the sentences they want student to pay 

more attention or post notes to provide furhter explanation. At weeks 8 and 12, the students took a midterm and 

final exam, respectively. All activities by students on the e-books were logged in the BookRoll database. We 

applied BERT to automatically extract the concepts from learning materials and used them as reference answers 

to calculate the Bilingual Evaluation Understudy (BLEU) score (Papineni et al., 2002) of student markings as 

their marking score. The students received a BLEU score ranging from 0 to 1 each week, and the sum of scores 

over 12 weeks constituted their final marking score. We also determined the frequency of using markers by 

collecting the total number of markings made and preserved by students at the end of the experiment. We 

calculated the Spearman correlation coefficient between the final marking score, marking frequency, and 

students’ learning performance, which was measured using their midterm (30%) scores, final exam(40%) scores, 

and performance in learning activities during the class (30%), to investigate whether marking quality and 

marking frequency are correlated with learning performance. 

 

In addition, we applied k-means clustering (Lloyd, 1982) to categorize students into four groups: high-skill 

readers who prefer marking, high-skill readers who do not like marking, low-skill readers who prefer marking, 

and low-skill readers who do not like marking. We also compared differences in students’ awareness of SRL 

between the groups. The two features used in k-means were students’ reading skills and activeness in using 

markers. Reading skill was measured using students’ final marking score, whereas activeness in using markers 

was assessed using marking frequency. 

 

 

3.3. Preprocessing 

 

Automatic extraction of key concepts by using text summarization models requires text preprocessing. We 

applied Python’s pdfminer package to convert the PDF learning materials to plain text files and extract the 

sentences. Both instructor and students’ markers were collected using BookRoll. We removed special characters 

throughout and converted the text to lowercase. In addition, we ignored the deleted markings and used only the 

marking that were preserved by the students. Furthermore, we added two special tokens, [CLS] and [SEP], 

before and after the input for the BERT model, respectively. The [CLS] token in the output of BERT stores the 

embeddings of the text that represent its syntax and meaning. The [SEP] token serves as the separator between 

sentences. To simplify the preprocessing steps for BERT, the open-source transformers package developed by 

the Huggingface team was used. 

 

 

3.4. Text summarization 

 

We compared three text summarization techniques for automatically extracting key concepts from learning 

materials. For the traditional algorithms—TextRank and RAKE—the preprocessed text was passed as the input 

to the models and the keywords in the learning materials were extracted. TextRank is an unsupervised machine 

learning algorithm used to extract keywords from a text. It applies the idea of the PageRank algorithm (Page et 

al., 1999) developed by Google for webpage search to calculate the weights of each keyword. RAKE is an 

unsupervised, language-independent machine learning algorithm that extracts both keywords and key phrases. It 

splits the text into sentences using special characters and breaks downs each sentence at stop words. The idea 

behind this is that keywords usually contain multiple words and are surrounded by stop words. After extracting 

the candidate phrases, each candidate phrase is weighted by the co-occurrence of the words it contains. We 

selected the top 15 keywords based on the weights and the sentences, which include those words related to the 

key concepts in the materials. In this study, we adopted open-source TextRank4ZH and Rake_For_Chinese to 

implement these two algorithms. 
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BERT is a state-of-the-art technique that adopts the popular two-step transfer learning (Torrey & Shavlik, 2010) 

used in the NLP field. First, a general model that can understand the basic syntax of the natural language is 

generated during the pretraining phase, which can then be used for feature extraction or fine-tuned to perform 

downstream tasks. The self-attention mechanism allows BERT to understand the contextual meaning and learn 

the syntax structure in the text. For BERT, a pretrained model developed by the transformers team was adopted. 

We first passed the text of materials to the BERT encoder and extracted the last hidden state of the [CLS] token 

to acquire a 768-dimension embedding representing the key concepts of materials. To overcome the limit of the 

number of words that can be sent to the model at one time, we divided the text by pages, retrieved the 

embeddings of each page, and summed them to acquire the embeddings of the complete text. Next, we applied 

the same procedure to obtain the embeddings of each sentence in the text. Finally, we calculated the cosine 

distance between the embeddings of materials and the embeddings of each sentence in the vector space to 

measure whether the sentence is similar to the key concepts in the materials; we selected the sentences closest to 

the materials as key concepts. 

 

To compare the performance of the three models, we used the markers provided by the instructor as the reference 

answer to evaluate the quality of summaries by the machine using BLEU 1, BLEU 2, BLEU 3, BLEU 4 

(Papineni et al., 2002), and METEOR (Denkowski & Lavie, 2014) scores. BLEU is a precision-based measure 

for evaluating a hypothesis translation of a text to reference translations. BLEU-n is a variant of the BLEU score 

that applies up to a specified n-gram for counting co-occurrences. METEOR is a recall-oriented metric that 

evaluates the generated sentences using stemming and synonymy matching along with standard exact word 

matching. Both BLEU and METEOR scores range from 0 to 1. The higher the score is, the better the machine-

generated sentences are. In this study, we calculated four scores for the summaries generated by different models 

every week and summed the scores as the performance of each model. 

 

 

4. Results 
 

4.1. Analysis of machine grading and human grading 

 

Table 1 presents the scores of each model in different metrics. BERT performed the best in all metrics except for 

BLEU-4. Therefore, we adopted BERT to extract key concepts from the learning materials, with these 

extractions serving as the reference answer for marker grading in the following experiment. Considering that 

most keywords in the key concepts and student markings contained only one or two words, BLEU-1 was chosen 

as the metric when grading markers. 

 

Table 1. Evaluation of TextRank, RAKE, and BERT 

 BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR 

TextRank 7.18 5.39 4.21 3.16 .25 

RAKE 7.4 5.48 4.13 3.12 .26 

BERT 7.98 5.97 4.31 3.03 .43 

 

Table 2. Cohen’s kappa coefficients of different grading results 

Human Machine 

 < 0.2 0.2–0.8 > 0.8 

< 0.2 17 0 0 

0.2–0.8 5 43 0 

➢ 0.8 0 16 7 

 

Table 3. Classification reports of the BERT model 

Marking score Precision Recall F1 

< 0.2 0.77 1.0 0.87 

0.2–0.8 0.73 0.9 0.80 

> 0.8 1.00 0.3 0.47 

 

Student markings were graded, and the sum of marking scores was used as their final marking score. Before 

analyzing the correlation between marking score and learning performance, the machine-grading results were 

compared with human-graded marking to ensure its reliability by calculating Cohen’s kappa coefficient, which is 

often used to measure interrater agreement. Table 2 presents the grading results for machines and humans. The 

Cohen’s kappa coefficient was 0.57, indicating a moderate agreement between the two grading results. The 

Spearman correlation between the two grading results (rs = 0.84***, p < .001) indicated that two grading 
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approaches were highly correlated. Table 3 presents the classification reports of the BERT model. The model 

achieved the best F1 score of 0.87 when the marking score was < 0.2 and the worst F1 score of 0.47 when the 

marking score was > 0.8, meaning that our model is good at identifying bad markers but may sometimes 

generate low scores for students who actually mark well. To make sure the marking score used in this study 

would reflect students’ actual performance, the machine grading results were cross-examined by the instructor. If 

the instructor did not agree with the scores, the scores were adjusted. On the basis of our results, we conclude 

that machine grading can be used to automatically grade student markings but still requires assistance from 

humans for a specific group of students. 

 

 

4.2. Analysis of marking frequency and quality 

 

To compare differences between high and low achievement groups in the score and number of markings, the 

Kruskal–Wallis H-test was performed. The Shapiro–Wilk test of marking score and marking frequency indicated 

a nonnormal distribution of these variables. We divided the students into high (n = 44) and low achievement (n = 

44) groups by taking the upper and lower thirds of the learning performance from the 130 participants. The high 

achievers did not perform differently in marking score (H = 0.07, p > .05) and marking frequency (H = 0.93, p > 

.05) than low achievers (Table 4). Because no clear linear relationship was observed between marking score, 

marking frequency, and learning performance, the Spearman correlation coefficient was calculated to measure 

the relationship among them (Table 5). No correlation was noted between marking score and learning 

performance (rs = −0.01, p >.05). A weak but nonsignificant correlation was noted between marking frequency 

and learning performance (rs = 0.12, p >.05). Finally, the marking score was highly correlated with marking 

frequency (rs = 0.68***, p < .001). However, this result does not indicate that students can get a high marking 

score by simply marking more. In Figure 1, when the number of markings is below a threshold of 200, the 

marking score improves rapidly as the students make more markings. However, once the number exceeds 200, 

the improvement decreases drastically. We further averaged the marking scores of all students through the 

semester to investigate whether their ability to identify the key concepts from the learning materials varied in 

different periods (Figure 2). From Weeks 1 to 6, the marking score was relatively moderate and stable, meaning 

that students may not have found the motivation to use the marking strategy or were still unfamiliar with the 

system. The average of marking scores reached the peaks in Weeks 7 and 11, indicating that the students were 

more familiar with the system and were marking more frequently before the midterm and final exams in Weeks 

8 and 12. In Week 9, no new slides were uploaded because the instructor was reviewing the midterm exam with 

students. To answer the research question, we conclude that, consistent with previous studies (Fowler & Barker, 

1974; Hoon, 1974; Idstein & Jenkins, 1972), neither marking frequency nor marking score has a significant 

correlation with learning performance. However, a strong relationship exists between marking score and marking 

frequency, which leads into the discussion of our third research question. 

 

 
Figure 1. Marker score and marking frequency 

 

Table 4. Results of marking score and marking frequency 

 High achievement  Low achievement 

 N M SD  N M SD H 

Marking score 44 2.40 1.43  44 2.31 1.31 0.07 

Marking frequency 44 271.0 439.76  44 152.5 301.25 0.93 
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Table 5. Correlations between marking score, marking frequency, and learning performance 

 1.Marking score 2.Marking frequency 3.Learning performance 

1.Marking score - 0.68*** −0.01 

2.Marking frequency  - 0.12 

3.Learning performance   - 

Note. ***p < .001. 

 

 
Figure 2. Average marking score throughout the semester 

 

 

4.3. Analysis of learning performance 

 

To determine whether different reading skills influence students’ learning performance and SRL, we used k-

means clustering to classify students into four groups: inactive marker users who are high- (Group A, N = 60) or 

low-skill readers (Group B, N = 41) and active marker users who are high- (Group C, N = 27) or low-skill 

readers (Group D, N = 2). Because Group D only contained two samples, it was not considered in the following 

test. The Shapiro–Wilk test results revealed a value of 0.97 (p < .05), indicating that this sample did not show a 

normal distribution. 

 

The Kruskal–Wallis H-test was employed to evaluate students’ learning achievement in the different groups. 

Table 6 shows the results of the learning achievement according to final grades. The medians and standard 

deviations were 81.0 and 7.79, respectively, for Group A; 83.0 and 7.63, respectively, for Group B; and 85.0 and 

10.14, respectively, for Group C. The final grades of the three groups were not significantly different (H = 4.13, 

p > .05). However, the post hoc Conover test indicated that the learning performance of Group C was 

significantly higher than that of Group A. This implies that high-skill readers who prefer marking are more likely 

to also achieve better final grades than other high-skill readers who do not prefer marking. 

 

Table 6. The Kruskal test result of learning performance of three groups 

Group N M SD H Post hoc test (Conover) 

A 60 81.0 7.79 4.13  

B 41 83.0 7.63  

C 27 85.0 10.14 C > A* 

Note. *p < .05. 

 

 

4.4. Analysis of self-regulation 

 

The SRL questionnaire comprised items regarding six aspects: goal setting, environment structure, task 

strategies, time management, help-seeking, and self-evaluation. We summed the scores of the six aspects to 

represent the total SRL score. Table 7 shows the results of the students’ self-regulation along with the scores of 

the six aspects of SRL across the three groups. The Kruskal–Wallis H-test indicated a nonsignificant effect on 

students’ self-regulation in all groups (H = 4.87, p > .05). The medians and standard deviations of Groups A, B, 

and C were 122.0 and 20.11, 118.0 and 17.42, and 131.0 and 18.95, respectively. However, the post hoc test 

indicated a significant difference between Groups B and C in self-regulation, implying that high-skill readers 

who prefer marking exhibit a better awareness of self-regulation than low-skill readers who do not prefer 

marking. 
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To further investigate the students’ awareness of their self-regulation in each aspect, the Kruskal test was 

employed again. As presented in Table 7, no significant difference was observed in goal setting (H = 1.78, p 

> .05), help-seeking (H = 1.54, p > .05), or self-evaluation (H = 2.06, p > .05). However, a significant difference 

was noted between the three groups in environment structure (F = 6.59, p < .05). The Conover post hoc test 

indicated that Group C obtained a significantly higher score in the awareness of environment structure (N = 27, 

M = 24.0, SD = 2.81) than Group B (N = 41, M = 22.0, SD = 3.30). A significant difference in task strategies (H 

= 7.32, p < .05) was detected between the three groups. Group C performed significantly better than Groups A 

and B. Also, the time management scores between the three groups were significantly different (F = 6.13, p 

< .05). Group C obtained a significantly higher score than Group A. 

 

Table 7. Kruskal–Wallis test results of SRL in the three groups 

Dimension Group N M SD H Post hoc test (Conover) 

SRL A 60 122.0 20.11 4.87  

B 41 118.0 17.42   

C 27 131.0 18.95 C > B* 

Goal setting A 60 26.5 4.67 1.78  

B 41 27.0 3.96   

C 27 28.0 3.68  

Environment 

structure 

A 60 24.9 3.38 6.59*  

B 41 22.0 3.30   

C 27 24.0 2.81 C > B* 

Task strategies A 60 19.0 3.68 7.32*  

B 41 18.0 3.68   

C 27 21.0 3.61 C > A*; C >B** 

Time 

management 

A 60 13.0 3.14 6.13* C > A* 

B 41 14.0 3.20   

C 27 15.0 3.11  

Help-seeking A 60 20.0 4.17 1.54  

B 41 20.0 3.75   

C 27 21.0 4.12  

Self-evaluation A 60 20.0 3.66 2.06  

B 41 20.0 3.33   

C 27 21.0 3.87  

Note. **p < .01, *p < .05. 

 

 

5. Discussion 
 

5.1. Automatic concept extraction and marker analysis of learning performance 

 

Research question 1: Can machines extract concepts that are approximate to the key concepts extracted by 

humans for marker grading? 

 

Consistent with the previous study (Devlin et al., 2018), BERT outperformed other text summarization models in 

the natural language understanding task in the present study. The text input to BERT included slides made by the 

instructor. Most of the learning materials consisted of incomplete sentences or phrases in bullet points rather than 

a passage or paragraphs that would include a contextual meaning. Bidirectional encoding of each sentence 

allowed BERT to output the embeddings containing information on syntax and semantic meanings and choose 

the most relevant sentences in the vector space. 

 

Using BERT-generated summarization to evaluate whether students mark key concepts consistent with the 

instructor’s answers, we found our model generated decent results: most students who are poor or moderate at 

marking can be graded correctly, but students who are good at marking may sometimes receive only moderate 

scores (0.2–0.8). Overall, the machine can help identify students who are unable to mark the key concepts, and 

then, the instructor can focus on helping them better identify the relevant concepts. This finding facilitates 

execution of the diagnosis phase in precision education. 

 

Research question 2: What is the relationship between marking quality, marking frequency, and learning 

performance? 
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The finding that the content being marked and the use of the marker function did not vary greatly between high 

and low achievers indicates that marking score or frequency alone may not determine success in online learning 

courses, consistent with previous findings (Fowler & Barker, 1974; Hoon, 1974; Idstein & Jenkins, 1972; Oi et 

al., 2017). Nevertheless, the text marking strategy may still influence learning success. The instructor needs to 

guide students in how to use the appropriate text marking strategy in online learning, as many students may not 

be familiar with the use of many functions in the e-book system. The effectiveness of marking or underlining can 

be optimized when students are trained on how to use them (Nist & Simpson, 1988; Yue et al., 2015). Therefore, 

we recommend that instructors introduce the marker function and the text marking strategy at the beginning of 

the course or encourage students to use this strategy and provide students with the concepts marked by them for 

comparison. By achieving this, text marking skills can still become a predictor of learning performance insofar 

as it reflects students’ metacognitive skills, which correlate with learning performance (Van Horne et al., 2016). 

 

 

5.2. Analysis of reading skill, activeness of marking, learning performance, and SRL 
 

Research question 3: Is there a difference among groups with varying levels of reading skills in learning 

performance and SRL? 

 

We classified students into four groups by using k-means clustering and found that high-skill readers who prefer 

marking exhibited significantly higher learning performance than high-skill readers who do not prefer marking. 

Marking is most effective when the reader has maximum faith that the marker can discriminate between essential 

material and trivia (Fowler & Barker, 1974). Active marker users recognize that marking can help them identify 

and isolate the most relevant information for later review, thereby enhancing their understanding and long-term 

memory (Annis & Davis, 1978; Chickering & Gamson, 1987; Nist & Hogrebe, 1987; Rickards & August, 1975). 

 

Furthermore, high-skill readers who prefer marking exhibited a significantly higher self-reported SRL than did 

low-skill readers who did not prefer marking. This suggests that students with better SRL, metacognitive 

strategies, and motivation believe that marking is beneficial during their learning process, which leads to better 

use of this strategy. We further explored students’ awareness of SRL in each aspect and found that high-skill 

readers who are active in marking performed significantly better in environment structure than did low-skill 

readers who do not prefer marking. Students who can find the environment for them to focus on studying or who 

are good at using different learning tools during their learning process can benefit from the marker function in e-

books. We also found that students who are both high-skill readers and active marker users exhibited 

significantly better task strategies than other groups. Students who exhibit highly developed task strategies use 

the marker function to identify the relevant information and ignore the trivia, which enhances their reading 

efficiency (Nist & Simpson, 1988). Finally, high-skill readers who are active in marking exhibited significantly 

better time management than did high-skill readers who do not prefer marking. Students who manage their time 

well prefer to apply the text marking strategy during their learning, as they believe this strategy can improve 

their reading and learning efficiency (Nist & Simpson, 1988). This finding suggests that the combination of 

marking quality and marking frequency can be an indicator of students’ learning performance and SRL. The 

instructor can provide timely interventions in terms of training on text marking skills. 

 

 

6. Conclusion 
 

Our findings provide several contributions to analysis of text marking analysis on an e-book system. First, most 

of the learning material in this study was PDF slides made by instructors. They extracted the passages or 

sentences they thought were relevant to the core of the course. These texts were often sentences without 

contextual meaning or phrases, which is different from a traditional textbook. To our understanding, most 

research on text summarization has used textbooks, papers, or datasets for competition, whereas our study 

extracted concepts from slides made by instructors. 

 

Second, this study applied an advanced tool, BERT, to extract concepts from learning materials and use them as 

reference answers to automatically grade student markings, whereas studies have mainly explored the number, 

area, or pattern of markings (Yufan et al., 2020). According to Memory (1983) and Meyer et al. (1980), only 

high-skill readers effectively identify the most relevant materials. High-skill readers pay attention to the essential 

concepts in the text to a greater degree than low-skill readers do (Lorch & Pugzles-Lorch, 1985). Therefore, we 

measured not only marking frequency but also students’ marking scores to assess their reading skills. 
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Third, this study revealed the correlation between reading skills, learning performance, and SRL. The 

combination of marking quality and marking preference has not been used previously. According to our findings, 

mere frequency of marking did not guarantee high marking scores. Therefore, we considered both indicators 

when measuring student learning performance and SRL and found that high-skill readers who are active in 

marking perform significantly better in learning performance, SRL, environment structure, task strategies, and 

time management. 

 

Finally, the findings of this research provide insights for instructors, students, and researchers in the field of 

precision education. Instructors can use the proposed system to track students’ text marking patterns, predict at-

risk students through their marking patterns, and provide timely personalized feedback for individual students. 

Students can be kept aware of their text marking ability through the system. Weekly monitoring of their marking 

score and marking frequency enables them to determine whether their learning strategy is effective and whether 

they should improve their reading skills. Finally, as the current study emphasizes the diagnosis and prediction 

phase in precision education, future studies can focus on treatment and prevention using text marking patterns—

for example, whether students improve their text marking patterns after seeing an e-book in which the key 

concepts have been marked by the instructor. To summarize, our findings can help instructors and students track 

text marking skills and demonstrate that the conceptualization of automatically grading markers is effective in 

the precision education field. 

 

This study has a few limitations. First, this experiment was conducted in an accounting course that involves 

many terms and theories that require memory retention. Thus, marking may benefit students when a large 

amount of information needs to be remembered. Using the marker function allows students to filter out irrelevant 

information. However, whether marking is as effective when students engage in a course where computing and 

logic are used more frequently remains unclear. Second, the students were not given any instructions regarding 

marking strategies in this study during their learning. It has been shown that students well trained in marking 

performed better in learning performance and learning efficiency than those not trained in marking. Thus, 

students’ marking scores can positively influence learning performance after they receive training; thus, as 

students improve their ability to identify key concepts, their learning performance can be enhanced. 

 

In summary, our study leveraged the advanced text summarization model to automatically grade student 

markings and analyzed the effectiveness of text marking strategy on learning performance and SRL. Leutner et 

al. (2007) stated that it is worth training students in specific metacognitive learning strategies and teaching them 

to examine and regulate their use of those strategies in learning. Future studies should explore whether teaching 

students to mark on e-books and SRL strategies affects their learning performance. 
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