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ABSTRACT: We reviewed studies on recognition technologies published in the last ten years. This review 

study was aimed toward identifying, appraising, selecting, and synthesizing all high quality research evidence 

published in the literature related to recognition technologies and on determining how they can assist learning 

and instruction. This study particularly focuses on summarizing the current state of knowledge in the following 

dimensions: (1) recognition technology and processes, (2) applications, (3) schemes, and (4) advantages and 

disadvantages. We reviewed seventy-two papers and identified eighteen recognition technologies. Our results 

showed that all of the recognition technologies under consideration featured different recognition processes and 

applications. In most studies, the participants were university students. Questionnaires and tests were the most 

frequently used data collection methods. Most studies used a group comparison as their research design. Finally, 

several advantages and disadvantages of the recognition technologies were identified and summarized in the 

papers. The most frequently cited disadvantage was a low recognition accuracy rate. Based on our results, 

several suggestions and implications are made for the teaching and research community. 

 

Keywords: Review, Recognition technology, Learning and instruction 

 

 

1. Introduction  
 

Signal processing has recently become an increasingly advancing field due to rapid development of information 

and communication technologies. Signal processing is a branch of electrical engineering defined as a process in 

which information is extracted from a signal (Shih, 2010). According to van De Ville, Demesmaeker, and Preti 

(2017), signal processing focuses on analyzing, modifying, and synthesizing signals such as sounds, images, and 

biological measurements. Signal processing manipulates information content in signals and is intended to 

facilitate automatic recognition.  

 

Recognition technologies are vital signal processing applications (Dong, Wang, & Kuang, 2014; Shadiev, 

Hwang, Chen & Huang, 2014). These technologies extract information from signals, analyze it, and then 

translate it into recognizable output. One example of such a technology is speech-to-text recognition. This 

technology receives voice input from a speaker, processes it, and then generates textual output (Shadiev et al., 

2014). It has been suggested that recognition technologies can be useful with assisting learning and instruction. 

In the field of education, there are different types of input signals, e.g., speech, facial images, gesture 

images/videos, or physiological signals. The purpose of these signals is to collect data from learners and translate 

the data into recognizable learning data either in cognitive or affective domains. There are currently many 

recognition technologies, e.g., emotion recognition (Lin, Su, Chao, Hsieh, & Tsai, 2016), hand movement 

recognition (Wolski & Jagodziński, 2019), physical activity recognition (Lindberg, Seo, & Laine, 2016), gesture 

recognition (Yang & Liao, 2014), handwriting recognition (Yanikoglu, Gogus, & Inal, 2017), facial recognition 

(Yueh, Lin, Liu, Shoji, & Minoh, 2014), haptic recognition (Magana & Balachandran, 2017), touch recognition 

(Mercier, Vourloumi, & Higgins, 2017), image recognition (Hwang, Chang, Chen, & Chen, 2018), sign 

recognition (Ditcharoen, Naruedomkul, & Cercone, 2010), attention recognition (Chen, Wang, & Yu, 2017), 

biometric information recognition (Kaklauskas et al., 2010), math expression recognition (Pacheco-Venegas, 

López, & Andrade-Aréchiga, 2015), body position and movement recognition (Wang, Hwang, Li, Chen, & 

Manabe, 2019), etc. Scholars have applied such technologies to aid both learning and instruction.  

 

There are currently many review studies on different recognition technologies. Calvo and Nummenmaa (2016) 

reviewed studies on facial expression recognition to explore the role of visual and emotional factors in the 

recognition process. The results showed that these factors contribute differently to the process; however, facial 

expression recognition depends on perceptual factors more than affective factors. Ghosh, Dube, and Shivaprasad 

(2010) synthesized results from script recognition studies focusing on different script recognition process 
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methodologies. Their results revealed two distinct script recognition techniques: structure-based and visual 

appearance-based, and two different script features for script identification: character-wise and word-wise. 

Khalil, Jones, Babar, Jan, Zafar, and Alhussain (2019) reviewed studies on speech emotion recognition based on 

deep learning techniques. Khalil et al. (2019) identified deep learning techniques, such as the deep Boltzmann 

machine, recurrent neural networks, recursive neural networks, deep belief networks, convolutional neural 

networks, and auto encoders, and suggested that they offer easy model training and the efficiency in terms of 

shared weights. Liu and Wang (2018) focused on studies on gesture recognition in their review research. Liu and 

Wang (2018) covered gesture recognition technologies and algorithms and discussed how gesture recognition 

can be applied to human-robot collaborative manufacturing. Recognition technologies have great potential to 

assist learning and instruction. However, based on an analysis of the review studies referenced above, it can be 

concluded that they focused on one specific recognition technology only, and none of them considered 

recognition technologies in an educational context. To address this gap in the field, the present review study was 

carried out. In this review study, we identified different recognition technologies, described their recognition 

process, and explained their applications to learning and instruction with corresponding examples. Furthermore, 

schemes of the reviewed studies (e.g., participants, data collection, or research design) were also covered and the 

advantages and disadvantages of recognition technologies were discussed. This information may be useful for 

educators and researchers, especially those with a non-technical background, in terms of providing a greater 

understanding of recognition technologies and their recognition processes, applications, and schemes, as well as 

their advantages and disadvantages. Furthermore, this review study may provide ideas for future research on and 

development of the use of recognition technologies in the field of education. 

 

 

2. Methodology 
 

We conducted a systematic review in this study (Grant & Booth, 2009). The methodology was based on general 

recommendations proposed in related review studies (Shadiev & Sintawati, 2020a; Shadiev & Yang, 2020c). 

The methodology included three steps: a search, expert meetings, and a content analysis (Shadiev et al., 2014). 

First, we searched related studies on recognition technologies and their applications intended to assist learning 

and instruction (Figure 1).  We searched such studies using the Web of Science database because Caseiro and 

Santos (2018) suggested that “it is one of the most extensive, popular and relevant research databases for the 

academic community” (p. 8). Our search was carried out in January 2020 and included such keywords as 

recognition, technology, learning, teaching, and instruction in different combinations because they were 

frequently used in earlier review studies (Shadiev et al., 2014). A total of 2,465 articles were returned by the 

search. After that, we used the following criteria for the purpose of narrowing down the selection of the research 

articles: studies published (1) within a last decade, between 2009 and 2019, (2) those focused on recognition 

technology applied to learning and instruction, (3) studies in English, and (4) studies appearing as a full text 

article in Social Science Citation Index (SSCI) journals related to educational technology. Duman, Orhon and 

Gedik (2015) argued that “SSCI journals adopt stringent criteria in reviewing articles. These articles are 

generally regarded as having higher impacts in the field” (p. 200). A total of seventy-two papers were selected 

and reviewed, and eighteen different recognition technologies were identified (see Appendix I). 

 

Two researchers were involved in article selection process. First, they independently examined all articles 

against the above-mentioned criteria and removed all duplicate articles. After that, differences in the screening 

processes were identified and discussed. Finally, a consensus was reached among the researchers. We measured 

interrater reliability, which was high, with correlations of .95 between the researchers. 

 

Second, the expert meeting was arranged following the general recommendations of Voogt and Roblin (2010). 

Eight experts were invited to the meeting. Each expert had a PhD degree and research expertise in educational 

technologies. The experts were asked to review eighteen different recognition technologies (see Appendix I) in 

order to discuss their theoretical and practical value as well as their features and functions. Based on the expert 

meeting, the following dimensions were derived: (1) recognition process, (2) application, (3) scheme, and (4) 

advantages and disadvantages.  

 

Finally, a content analysis of seventy-two papers was carried out. It was based on open coding, and two 

researchers were involved in the process (Shadiev et al., 2014; Shadiev & Sintawati, 2020a; Shadiev & Yang, 

2020c). The researchers carried out the coding process independently. They read the article and coded the data of 

interest with respect to the derived dimensions, including the recognition process, application of the recognition 

technology, scheme, and advantages and disadvantages of the given recognition technology. After that, the 

researchers finalized the coding phase through resolving any disagreements by re-examining the papers.  
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In the following section, we report our results and describe them with examples from the representative papers in 

order to enhance the reader’s comprehension.  

 

 
Figure 1. Search of articles 

 

 

3. Results 
 

3.1. Recognition technology and process 

 

Figure 2 demonstrates the number of articles published by year. The highest number of articles was published in 

the last four years (i.e., in 2016 (n = 11), 2017 (n = 11), 2018 (n = 13) and 2019 (n = 10)), whereas the lowest 

number was published in 2009 (n = 1). The publication trendline demonstrates that the trend in publishing 

articles is increasing. 

 

 
Figure 2. Published articles and publication trendline (broken green line) 

 

Eighteen different recognition technologies were identified (see Figure 3). The most frequently used recognition 

technologies were speech recognition (n = 16) and touch recognition (n = 16) whereas the least frequently used 

were attention recognition (n = 1), biometric information recognition (n = 1), face recognition (n = 1), hand 



62 

movement recognition (n = 1), math expression recognition (n = 1), physical activity recognition (n = 1), sign 

recognition (n = 1) and text-to-speech recognition (n = 1). 

 

All identified recognition technologies could be grouped into six categories based on the type of input data in the 

recognition processes: audio, non-text image, text image, moving image, physiological signals, and other (see 

Appendix I). In the following, we list these technologies and explain them in relation to the recognition 

processes. 

 

 
Figure 3. Recognition technologies 

 

Audio. This category includes three types of recognition technologies based on audio: biometric information, 

speech, and emotion recognition technologies. Biometric information recognition technology records a student’s 

voice using a microphone and then infers deception from stress based on a biometric voice stress analysis, i.e., 

the non-verbal, low-frequency content of the voice conveys information about the physiological and 

psychological state of the student (Kaklauskas et al., 2010). Similarly, emotion recognition technology receives 

voice input through a microphone and identifies the emotional states of students based on voice intonation 

(Bahreini, Nadolski & Westera, 2016). Speech-to-text recognition technology synchronously transcribes text 

streams from speech input that are simultaneously shown to students on a whiteboard or computer screens during 

lectures (Shadiev et al., 2014). 

 

Non-Text image. Recognition technologies in this category are based on non-text images and include five types: 

face, image, sign, object, and emotion recognition technologies. For example, facial recognition technology 

captures the human face using a camera and compares the captured image with data stored in a database (Yueh et 

al., 2014). Image recognition technology detects marker labels or graphics through a camera, and then, relevant 

virtual information is displayed on the device when a target is recognized (Hwang et al., 2018). Sign recognition 

technology converts user input sign language into language text (Ditcharoen, Naruedomkul, & Cercone, 2010).  

 

Text image. In this category, recognition technologies are based on text images and include handwriting and 

math expression recognition technologies. Handwriting recognition technology supports handwritten input 

through tablets, detects the results of student writing, and provides feedback (Yanikoglu et al., 2017). Math 

expression recognition technology recognizes written math symbols, converts them into formats that a computer 

can understand, and then displays the recognized math expressions on a computer screen (Pacheco-Venegas et 

al., 2015). 

 

Moving image. This category consists of four recognition technologies that are based on moving images, i.e., 

body position and movement, gesture, eye tracking, and hand movement recognition technologies. Body position 

and movement recognition technology detects postures or movements made by students using Kinect, 

determines whether these postures or movements meet the requirements, and provides feedback (Wang et al., 

2019). Gesture recognition technology captures live images of a user through a camera and recognizes user 
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gestures from the live images through computer vision technology intended to observe gesture interactions 

(Yang & Liao, 2014). Hand movement recognition technology records and processes a student’s hand movement 

and responses to the movement through a Kinect sensor (Wolski & Jagodziński, 2019). Eye-tracking technology 

measures eye positions and eye movement to reveal where visual sensory information is being acquired and how 

much attention a student is paying during the learning process (Huang et al., 2015; Wiebe, Minogue, Jones, 

Cowley & Krebs, 2009). 

 

Physiological signals. Three types of recognition technologies based on physiological signals are included in 

this category: attention, emotion, and physical activity. Attention recognition technology monitors the 

brainwaves of a student’s mental activity, registers electrical impulses generated by the brain, and outputs a 

value representing the current state of attention (Chen et al., 2017). Emotion recognition technology senses a 

student’s pulse signals through an ear sensor, analyzes variability in heart rate patterns, interprets the data, and 

notifies a student about his/her status and changes in emotional states (Chen & Wang, 2011). Physical activity 

recognition technology detects a student’s physical activity through the sensors in a smart phone and a smart 

wrist band. This technology collects data such as heart rate through the optical heart rate sensor in the smart 

wrist band, and then this data is recorded into a file (Lindberg et al., 2016). 

 

Others. This category includes four recognition technologies: haptic, touch, emotion, and text-to-speech. Haptic 

recognition technology enables students to manipulate virtual objects through a haptic interface and then causes 

students to feel the force feedback (Magana & Balachandran, 2017). Touch recognition technology allows users 

to directly touch and interact with content without having to use an input device (Mercier et al., 2017). The 

technology senses the touch of a user through a camera and executes a respective command or sends respective 

feedback. 

 

 

3.2. Application 

 

The results show that recognition technologies were applied to educational contexts in three different ways: (1) 

as a tool or method to assist learning, (2) to analyze learning behavior, and (3) to identify the learning status of 

students (see Appendix II). 

 

A tool or method to assist learning. In this dimension, recognition technologies are reviewed in terms of their 

applications as tools or methods to assist learning. Researchers have studied the application of speech 

recognition to speaking and pronunciation practice in foreign or second languages. For example, scholars 

developed an application with automatic speech recognition to improve language learners’ speaking skills (Ahn 

& Lee, 2016; Chen et al., 2016; McCrocklin, 2016; Mroz, 2018; Van Doremalen et al., 2016), where the 

application provides immediate feedback regarding how correct the language learners’ pronunciation is. 

Furthermore, language learners can obtain remedial exercises based on the type of mistakes they make. 

 

Scholars have used visuo-haptic simulators to teach different subjects by combining tactile and visual perception, 

e.g., mechanics concepts in Neri et al. (2018) and Wiebe et al. (2009), physics concepts in Hamza-Lup et al. 

(2010), a dental curriculum in San Diego et al. (2012), or robot programming concepts in Howard, Park and 

Remy (2012). Learners were able to change the relevant parameters as well as apply and feel forces in the 

experiments. They exerted forces by manipulating a haptic stylus. Scholars have argued that haptic feedback is 

helpful to students to conceptualize abstract, difficult concepts (Magana & Balachandran, 2017). 

 

Many researchers have studied touch recognition technology. This technology has been applied to assist learning 

of art (Hung et al., 2015), math (Chen et al., 2016; Hwang, Shadiev, Tseng & Huang, 2015; Mercier, Higgins & 

Da Costa, 2014), geography (Hung et al., 2014), and science (Davis et al., 2015; Horn et al., 2016). In most 

studies, a multi-touch tabletop technology was employed to facilitate collaboration among learners (Ardito et al., 

2013; Bause et al., 2018; Mercier et al., 2014; Schmitt & Weinberger, 2019). Some scholars compared the 

learning effects of touch recognition technology with other approaches, e.g., pen and paper (Higgins, Mercier, 

Burd & Joyce‐Gibbons, 2012; Mercier et al., 2017) or tablet PCs (Hwang et al., 2015). They found that a multi-

touch tabletop had a greater learning effect than other approaches (Hwang et al., 2015). For example, students 

had better interactions and idea development under multi-touch conditions (Mercier et al., 2017).  

 

Image recognition technology also received considerable attention in reviewed studies (Hwang et al., 2018; Liou, 

Yang, Chen & Tarng, 2017; Shadiev, Wu & Huang, 2020b). For example, a mobile learning system with an 

image recognition function was developed in Hwang et al. (2018) and Liou et al. (2017). It used image-based AR 

technology to support the learning of a local culture (Hwang et al., 2018) or science (Liou et al., 2017). A learner 



64 

had to direct the system to a learning target, and when it was recognized, the information related to the target 

was displayed on a mobile device to guide learners or provide additional learning content.  

 

Handwriting recognition technology was applied to handwriting diagnoses and remedial instruction in Hsiao et 

al. (2015) and Yanikoglu et al. (2017). The technology could detect errors in handwriting and provide immediate 

feedback. A biometric, intelligent self-assessment system based on a voice stress analysis and a special algorithm 

was used in Kaklauskas et al. (2010) to assist students with self-assessment. Face recognition technology was 

used in Yueh et al. (2014) to develop a learner identification system in order to support real-time interaction in 

an international distance course. The facial recognition component of the system was used to recognize learners. 

Wolski and Jagodzinsk (2019) developed a virtual chemical laboratory based on hand movement recognition 

technology. It detected the hand movement of students through Kinect, where the students could simulate 

chemical experiment activities in a virtual laboratory, such as operating specific laboratory equipment.  

 

Pacheco-Venegas et al. (2015) used an automatic evaluation system for mathematical expressions. The system 

could recognize mathematical symbols written by students, evaluate the math expression, and finally give 

feedback. Ditcharoen et al. (2010) developed a system that was able to translate from Thai sign language into 

Thai text to help deaf students learn the Thai language. van Laere et al. (2017) used bilingual text-to-speech 

technology to provide auditory at-home support for students such as those who speak a language other than the 

language being used for teaching. Text-to-speech technology was used to read the content on a screen, allowing 

students to obtain both visual and auditory information simultaneously. 

 

Analysis of learning behavior. In this dimension, we reviewed recognition technologies that were used for the 

analysis of learning behavior. That is, recognition technologies detected learning behavior, analyzed it, and then 

provided corrective feedback and / or guided learners (Barmaki et al., 2018). Gesture recognition technology 

received a significant amount of attention in the reviewed studies. For example, this technology was employed to 

assist with learning and writing Chinese characters (Hao et al., 2010; Hong et al., 2017), to improve fine motor 

skills and recognition in children with autism spectrum disorder (Cai et al., 2018), pottery wheel-throwing 

(Glushkova & Manitsaris, 2018), and English as a foreign language (Yang & Liao, 2014). Students in these 

studies used gestures to interact with digital objects, e.g., students used a potter’s wheel, and the system provided 

feedback on how well the throwing moves were. The reviewed studies demonstrated the positive effects of 

gesture-based interactions on learning.  

 

Body position and movement recognition was the second most popular technology for analysis of learning 

behavior. In the reviewed studies, students used various postures or movements to interact with the system, and 

it could detect these postures or movements and give feedback to the learners. For example, students in Wang et 

al. (2019) learning English as a foreign language practiced newly learned vocabulary using specific postures or 

movements to demonstrate the meaning of specific words.  

 

Physical activity recognition technology was used in Lindberg et al. (2016). They developed an exercise game in 

which wearable devices could recognize students’ physical movements and improve their physical education 

environment. The sensors in smart phones and smart wrist bands could detect students’ physical movements 

such as shaking, jumping, and spinning, as well as collect their heart rate data. 

 

Eye-tracking technology is able to reveal which information students are paying attention to and how much 

attention they are giving that information. Eye-tracking technology was employed in Huang et al. (2015) because 

students were exposed to multimedia learning content including three different types of visual sensory 

information (i.e., a video of the instructor, slides of the lecture, and lecture captions).  

 

Identifying students’ learning status. In this dimension, recognition technologies were reviewed in terms of 

their ability to identify the learning status of students. Emotion recognition was the most frequently used 

technology in this dimension. This technology can be used to recognize the learning status of students based on 

facial expressions or vocal intonations and provides appropriate help and guidance based on a learner’s 

emotional state (Bahreini et al., 2016; Chickerur et al., 2015; Lin et al., 2016). For example, scholars used 

emotion recognition technology to improve communication skills (Bahreini et al., 2016), to predict students’ 

emotional states (Daouas et al., 2018), to reduce second-language speaking anxiety (Chen & Lee, 2011), to 

assess the effects of different types of multimedia materials on emotions associated with learning as well as 

learning performance (Chen & Wang, 2011), and to improve learning effects in students (Lin et al., 2016). Only 

one study employed attention recognition technology. Chen et al. (2017) developed an attention-aware system to 

assess students’ attention levels. The system could identify high and low attention levels in students in an 

autonomous e-learning environment. 
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3.3. Scheme  

 

This section is divided into participants, data collection methods, research design, and course/discipline sub-

sections. In the following paragraphs, each of them is discussed individually. 

 

Participants. Among the 72 studies found, 40.3% (n = 29) of the studies involved students from universities, 

e.g., undergraduate students, graduate students, and doctoral students (see Appendix III). 29.2% (n = 21) of the 

studies were conducted among primary school students, where participants in primary school, elementary school, 

and children below sixth grade were classified as primary school students. 13.9% (n = 10) of these studies 

involved high school and middle school students, mainly including high school students, vocational school 

students, and middle (or secondary) school students. 9.7% (n = 7) of the studies involved other participants, e.g., 

employees or experts. In 16.6% (n = 12) of the studies, the participant information was not specified. That is, the 

participants did not wish to reveal their demographic information. 1.4% (n = 1) included pre-school students. 

 

Data collection methods. The researchers used questionnaires/scales (69.4%, n = 50), tests (47.2%, n = 34), 

interviews (34.7%, n = 25), observation (16.7%, n = 12), and focus groups (5.6%, n = 4) to collect research data 

(see Appendix IV). In addition, some researchers used identification technology systems to collect data. For 

example, Chen and Wang (2011) used the emWave system to measure the emotional state of learners. Shadiev, 

Huang and Hwang (2017) used NeuroSky MindWave™ to measure student attention and degree of meditation. 

 

Research design. Among the studies found, 48.6% (n = 35) carried out experiments and set up groups for 

comparison, followed by not specified (34.7%, n = 25), within-subjects designs (5.6%, n = 4) and mixed-

methods designs (4.2%, n = 3) (see Appendix V). The least frequently designs were single group quasi-

experiment (1.4%, n = 1), single subject research designs (1.4%, n = 1), design-based research approaches 

(1.4%, n = 1), and interdisciplinary design approaches (1.4%, n = 1). 

 

Course/Discipline. We listed the courses/disciplines in which recognition technologies were used (see Appendix 

VI). The researchers applied recognition technologies to language learning (20.8%, n = 15), mathematics 

(15.3%, n = 11), science education (7%, n = 5), cultural learning (5.6%, n = 4), history (5.6%, n = 4), and pre-

school education (1.4%, n = 1). In addition to the above, the researchers also applied recognition technologies to 

other courses/disciplines. For example, physics, chemistry, PE, art, writing, dental curricula, robot programming, 

etc.  

 

 

3.4. Advantages  

 

The advantages of recognition technology were reported in terms of the following categories: audio, non-text 

image, text image, moving image, physiological signals, enhanced human-computer interaction, helping teachers 

more accurately understand the learning status of students, increasing student motivation and engagement, and 

promoting understanding during the learning process.  

 

Audio. Biometric information recognition was found to be beneficial to learning in the reviewed studies. For 

example, Kaklauskas et al. (2010) concluded that a self-assessment system was superior to traditional systems 

because of the use of a biometric voice stress analysis. Scholars also proved the advantages of speech 

recognition technology to improve language learning. For example, Ahn and Lee (2016) used automatic speech 

recognition to improve speaking in EFL learners, where the speech recognition technology gave feedback in 

response to the speech input of students, and ensuing interaction helped the students interact socially and in turn 

stimulated their language learning. In another study, Shadiev et al. (2017) provided texts generated by speech-to-

text recognition to non-native English speakers in English lectures. The texts helped students understand the 

lecture content. 

 

Non-Text image. In terms of advantages of face recognition technology, according to Yueh et al. (2014), this 

technology can be used “to improve the learning involvement, teaching effectiveness, and quality of interaction 

in the context of distance education” (p. 191). The application of face recognition technology resolved earlier 

difficulties that the students had experienced related to seeing and recognizing one another during online 

discussions. 

 

According to scholars, image-based AR technology helps students learn in real-world contexts (Hwang et al., 

2018; Liou et al., 2017; Shadiev et al., 2020b). This technology recognizes objects in the real world and then 

creates and displays virtual information on the screen, where, for example, image-based AR recognized learning 
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targets, and relevant questions are presented to guide students to observe targets and locate supplementary 

materials (Hwang et al., 2018).  

 

Advantages of sign recognition technology were also reported. In a study by Ditcharoen et al. (2010), a Thai sign 

language to Thai machine translation system helped deaf students learn Thai and reduced their dependence on 

teachers. The system was conducive to improving the interest and motivation of these students, as well as their 

engagement in learning. 

 

Text image. Two studies related to handwriting recognition revealed that this technology helped students’ learn 

handwriting and gave learners feedback based on the handwriting recognition results (Hsiao et al., 2015; 

Yanikoglu et al., 2017). For example, Yanikoglu et al. (2017) found that handwriting recognition technology 

helped learners with handwriting exercises by detecting areas where the students needed to improve their 

handwriting, and Hsiao et al. (2015) demonstrated that handwriting recognition technology improved students’ 

ability to write Chinese characters and understand the spatial structure of the characters. In terms of math 

expression recognition technology, according to Pacheco-Venegas et al. (2015), this tool facilitated user-

computer interaction, where users could use their handwriting to interact with computers. 

 

Moving image. Advantages of recognition technologies with respect to moving images were also reported in the 

reviewed articles. For example, scholars argued that gesture recognition can be used to achieve intuitive 

interaction. By combining augmented reality and computer vision, Yang and Liao (2014) developed a virtual 

English classroom in which students interacted with virtual objects through gestures. The scholars also suggested 

that hand movement recognition technology can be used to recognize gestures or hand movements made by 

students, which makes the software more interactive. Wolski and Jagodzinsk (2019) developed a virtual 

chemical laboratory based on a hand motion recognition system that achieved good results in a chemistry 

education context. In the virtual laboratory, students could simulate chemical experiments using gestures.  

 

Physiological signals. Attention, emotion, and physical activity recognition technology based on physiological 

signals also has advantages. For example, in the learning process, attention recognition technology helps 

instructors evaluate students’ attention levels; emotion recognition technology can be used to help teachers 

understand changes in students’ emotions, and physical activity recognition technology can be used to recognize 

students’ level of physical activity so teaching strategies can be adjusted based on levels and changes in the 

attention, emotions and physical activity levels of students in order to improve learning outcomes. For example, 

in Chen et al. (2017), the recognition system identified high and low attention levels in students in an 

autonomous e-learning environment and notified the instructor so that appropriate interventions could be made. 

The results of the reviewed studies showed that the learning process was more efficient when recognition 

technologies were introduced in the learning process (Chen et al., 2017; Chen & Wang, 2011; Lindberg et al., 

2016). 

 

Enhanced human-computer interaction. In the reviewed studies, students interacted with a system through 

recognition technologies and received feedback from the system. The results showed that human-computer 

interaction was carried out through voice (Ahn & Lee, 2016) or face (Yueh et al., 2014) interfaces. In addition, 

students interacted with objects in the real world (Hwang et al., 2018), digital objects in virtual environments 

(Wolski & Jagodzinsk, 2019; Yang & Liao, 2014), or created digital content (Hsiao et al., 2015; Pacheco-

Venegas et al., 2015; Yanikoglu et al., 2017) by interacting with computers. This human-computer interaction 

was beneficial for improving various learning outcomes, e.g., language learning skills (Ahn & Lee, 2016; Yang 

& Liao, 2014), socialization and online learning (Yueh et al., 2014), procedural skills in science experiments 

(Wolski & Jagodzinsk, 2019), and character or mathematic formula writing skills (Hsiao et al., 2015; Pacheco-

Venegas et al., 2015; Yanikoglu et al., 2017). For example, Ahn and Lee (2016) claimed that recognition 

technology provided feedback to student speech input, fostered the students to interact more and stimulated their 

learning. According to Hwang et al. (2018), image-based AR technology helped students learn in real-world 

contexts. Image-based AR recognized learning targets, where relevant questions were presented to guide 

students to observe targets and locate supplementary materials. In Yanikoglu et al. (2017), handwriting 

recognition technology helped with handwriting exercises by detecting areas where students needed to improve 

their handwriting. Hsiao et al. (2015) found that their system improved learners’ ability to write characters and 

understand the spatial structure of the characters.  

 

Helping teachers more accurately understand the learning status of students. Recognition technologies in 

this category could be used to help instructors determine the learning status of students with better accuracy. For 

example, recognition technologies were useful for instructors to evaluate attention levels in students (Chen et al., 

2017) or understand changes in their emotions (Chen & Wang, 2011) while they were learning. This made it 
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possible for the teachers to adjust their teaching strategies to respond to changes in attention or emotion in an 

effort to improve student learning performance. 

 

Increase student motivation and engagement. Scholars in the reviewed studies reported that applying 

recognition technologies to the learning process was useful in terms of increasing student motivation and 

engagement. For example, Shadiev, Hwang and Liu (2018) suggested that recognition technology provides 

feedback on student physical activity levels, where students can compare their levels to the goals set by the 

instructor. If physical activity level contributed to accomplishing a goal, then the students were motivated to 

continue the physical activity; otherwise, feedback warned them that more effort was needed. The results of the 

review showed that learning was more efficient and that the system was conducive to improving interest and 

motivation, as well as learning engagement (Ditcharoen et al., 2010; Lindberg et al., 2016; Shadiev et al., 2018).  

 

Promote students’ understanding during learning. Recognition technologies were also found to be useful in 

terms of promoting student understanding during the learning process. For example, Shadiev et al. (2017) argued 

that those students for whom the main communication language at an academic event was not their first language 

were not able to fully understand the communicated content at the event. In such cases, recognition technologies 

could be used to assist their understanding of communicated content. Shadiev et al. (2017) provided texts 

generated by speech-to-text recognition to non-native English speakers in English lectures. The texts helped the 

students understand the lecture content.  

 

 

3.5. Disadvantages 

 

There are some limitations to recognition technologies for instruction or learning that were reported in the 

reviewed articles. The main limitation is the accuracy of the recognition technology. For example, some scholars 

reported that the recognition process was not 100% accurate (Yanikoglu et al., 2017) and that there were miss-

detections and false alarms in the recognition process (Hwang et al., 2018; Lindberg et al., 2016; Pacheco-

Venegas et al., 2015; Yang & Liao, 2014). One reason for this issue was the fact that the recognition technology 

was not mature enough (Shadiev et al., 2017). Another reason was because the stability and correctness of 

recognition technology can be affected by the characteristics of the signals it receives; e.g., they are not clear 

enough or are mixed with other unrelated signals (Hwang et al., 2018). The problem associated with the 

accuracy of the recognition technology can lead to distraction (Yang & Liao, 2014) or inaccurate feedback from 

the system (Yanikoglu et al., 2017). Therefore, recognition accuracy needs to be improved (Hsiao et al., 2015). 

 

To address these limitations, perhaps the use of high-quality recognition equipment can improve the accuracy of 

recognition technology. In addition, the development of technology is now very rapid, so some new technologies 

may be helpful with regard to improving the accuracy of recognition technology. Also, the correct use of 

recognition equipment can improve the accuracy of recognition technology. Furthermore, it is possible to use 

multi-recognition strategies as well as adjusting the calibration of devices by using feedback or biofeedback in 

order to improve accuracy rates.  

 

Some of the scholars mentioned other limitations. For example, students need to learn a new interface for 

recognition technologies, e.g., a gesture interface instead of using a mouse and keyboard (Yang & Liao, 2014), 

or wearable recognition technologies were not easy to use; e.g., headsets that detect brain waves were difficult to 

keep on the heads of the participants because they could slip from their position (Shadiev et al., 2017). Thus, the 

ease of use of recognition equipment needs to be taken into consideration (Shadiev et al., 2017; Yang & Liao, 

2014). The novelty effect, i.e., the short-term improvement in learning outcomes that comes from increased 

interest in a new technology, was also mentioned in the literature (Shadiev et al., 2018). One may argue that 

other disadvantages of recognition technologies such as cost, privacy, security, and ethical issues need to be 

reported. For example, some recognition technologies may be too expensive and therefore inaccessible to many 

educators, researchers, and students. However, according to our review, no results related to any of these issues 

were reported in the reviewed articles. 

 

 

4. Discussion and conclusion 
 

Recognition technologies have great potential in education (Shadiev et al., 2014). However, to the best of our 

knowledge, the reviewed studies related to one specific recognition technology only. Therefore, there was a need 

for a review study that summarized all existing recognition technologies and their applications to the educational 

process. This study was conducted to address this gap in the literature. We reviewed seventy-two articles, and 
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eighteen recognition technologies were identified. The following main aspects of such technologies were 

discussed with respect to identified technologies: (1) the recognition process, (2) applications of recognition 

technologies, (3) the scheme applied in the reviewed studies, such as the participants, data collection, and 

research design, and (4) the advantages and disadvantages of recognition technologies. Because applying 

recognition technologies in education is a very promising research direction, our review study may be useful to 

educators and researchers, especially for those with non-technical backgrounds. For example, our results can 

help educators and researchers understand what recognition technologies currently exist, the nature of the 

recognition process, the schemes and applications of recognition technologies to the field of education, and their 

advantages and disadvantages. Therefore, our results may be useful for educators and researchers to learn more 

about recognition technologies and their applications to education and may provide ideas for future research on 

and development of the use of recognition technologies in the field of education. 

 

 

4.1. The recognition process in recognition technologies  

 

Educators and researchers can use various recognition technologies for learning and instruction (Shadiev et al., 

2014). We identified eighteen recognition technologies and grouped them into audio, non-text image, text image, 

moving image, physiological signals, and other categories based on the input. Audio recognition technologies 

receive input from the voice of the student or instructor (e.g., a student pronounces a word). Therefore, this 

technology can be used by educators to design learning activities intended to facilitate student pronunciation in 

language classrooms (Ahn et al., 2016; van Doremalen et al., 2016). Non-text image recognition technologies 

work based on various non-text images (e.g., objects in a classroom or student faces). For example, facial 

recognition technology can be used to support affective learning by identifying student emotions and providing 

relevant feedback (Bahreini et al., 2016), e.g., cheering up a student if the emotion is not positive. Image 

recognition technology can be used during the learning process to capture and recognize target objects around 

students and to augment with additional learning content (Hwang et al., 2018; Liou et al., 2017). Text image 

recognition technologies capture text features in images (e.g., mathematical formulas, letters or characters). This 

technology can be useful in assisting students with improving their handwriting or drawing skills (Hsiao et al., 

2015; Pacheco-Venegas et al., 2015). Moving image technologies constitute various input data such as gestures, 

e.g., a student draws a circle to activate a context menu (Holmes et al., 2018). Educators may consider this type 

to recognition technology to facilitate embodied learning (Barmaki et al., 2018; Yang & Liao, 2014). 

Physiological signals such as the electrical activity in the brain or changes in heart rate can be also measured by 

recognition technologies. Educators may consider them to measure learning attention, emotions, or physical 

activity, for example, when student learning attention decreases (Chen et al., 2017), or students become less 

physically active (Lindberg et al., 2016), educators may want to intervene in order to increase attention or 

physical activity. Other input data such as haptic (e.g., signals generated through bodily movement by means of 

physical contact with devices such as joysticks and other haptics) and touch (e.g., a student touches a screen on a 

device) can be received and processed using recognition technologies as well. Haptic recognition technologies 

can be applied to science education, where students have tactile experience and feedback that creates a sense of 

touch through vibrations, motion, or other forces, e.g., learning about mechanics (Neri et al., 2018; Wiebe et al., 

2009). Educators may consider incorporating touch recognition technology for students to learn how to interact 

and collaborate during problem solving tasks (Higgins et al., 2012; Mercier et al., 2017).  

 

In addition, the review results showed that the recognition methods used for the same recognition technologies 

can be different. For example, for gesture recognition, either Kinect (Lai et al., 2018) or the Leap Motion 

Controller (Cai et al., 2018) can be used. For emotion recognition, heart rate data (Chen & Wang, 2011), facial 

expressions, vocal intonations (Bahreini et al., 2016), or galvanic skin response (Lin et al., 2016) can be used. 

Therefore, educators and researchers may select appropriate recognition technologies to use for their teaching 

and learning processes based on their input. Furthermore, they may consider measuring the same research 

variable using more than one recognition technology. In this case, the reliability and validity of measurements 

will be stronger.  

 

Another issue to consider is the applicability of the research results to other educational settings. That is, scholars 

have reported results that are quite encouraging on most occasions, but how their approach to using specific 

recognition technologies will fit different educational settings in terms of age, gender, culture, location, etc. 

requires further exploration in future studies. Educators and researchers may also want to think about the datasets 

used in their research. In fact, they are all different in most studies because of the lack of a standard database. 

For this reason, it is difficult to make any comparison of the results with other similar methodologies under the 

same conditions. Therefore, a standard dataset that reflects global probability is a sorely needed resource for 

research in this field. 
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4.2. The application of recognition technologies  

 

Our results suggest that educators and researchers may want to consider applying recognition technologies to 

educational contexts with respect to three categories: as a tool or method to assist learning, to analyze learning 

behavior, or to identify the learning status of students. In terms of the first category, recognition technologies can 

be applied to support learning and instruction. The results of the majority of the studies in this review showed 

numerous educational benefits related to the use of recognition technologies. However, it should be noted that 

there are obvious tendencies in the use of recognition technologies in terms of the features used to assist specific 

learning activities and subjects. For example, speech-based recognition technologies were applied mostly to 

language learning contexts, e.g., to practice speaking skills in foreign or second languages (Ahn & Lee, 2016; 

Mroz, 2018; Shadiev et al., 2014; van Doremalen et al., 2016), and technologies based on haptic input were used 

mostly in science education, e.g., students learned concepts related to the field of mechanics by manipulating 

virtual objects with tactile-sensory tools (Neri et al., 2018; Hamza-Lup et al., 2010; Schönborn et al., 2011). 

Touch recognition technology was applied to support collaborative learning activities among students in most 

studies because it features large multi-touch operated desktops (Higgins et al., 2012; Hwang et al., 2015; Mercier 

et al., 2017). It was also noted that students used touch recognition technology to learn mathematics or history in 

most of the reviewed studies involving this type of technology.  

 

In terms of the second category, recognition technologies can be used to analyze the learning behavior of 

students. This will help instructors determine the learning behavior of students and apply appropriate teaching 

strategies in order to improve learning outcomes. Scholars in most of the studies agreed that recognition 

technologies are valid, reliable tools for analyzing learning behavior. Educators and researchers should however 

be aware that a tendency was observed indicating that recognition technologies in this category were used for 

analyzing student body movements such as handwriting, gestures, or postures. Physical education and language 

learning were the two subjects in which recognition technologies for learning behavior were employed the most 

(Hao et al., 2010; Hong et al., 2017; Lindberg et al., 2016).  

 

In terms of the third category, scholars in the reviewed studies used recognition technologies to identify the 

learning status of students, which is important information. If the learning status is not appropriate, i.e., students 

are inattentive, anxious, or bored, then the instructors need to intervene. A tendency was observed toward an 

increase in the number of studies focusing on detecting student emotions and attention levels. The data for 

emotion recognition generally comprised variations in student facial expressions, voice, and heart rate (Bahreini 

et al., 2016; Chen et al., 2017; Chickerur et al., 2015). 

 

Our results showed several tendencies in the usage of recognition technologies with respect to the three 

categories discussed above. This can be explained by the capacity and features of recognition technologies to 

detect and process inputted information. For example, speech recognition technology receives input from the 

voice, and therefore, it was employed in a context language acquisition context, specifically to improve speaking 

skills. Nevertheless, there are other educational contexts (i.e., not following such tendencies) to which 

recognition technologies can be applied, and educators and researchers may want to think about innovative ways 

to do so. For example, speech recognition technology can be used in different areas other than the language 

learning domain. One possible application is using speech recognition technology for transcription of a lecturer’s 

spoken content during lectures. This approach could be applied to any domain knowledge rather than only to 

language learning. Transcripts can be used by students during lectures to take notes, to enhance their 

understanding of lecture content when some important information is missed or misheard, and after lectures to 

complete homework assignments. 

 

Another issue is that the research in this field is relatively thin. That is, in one decade, there were only seventy-

two studies published. Therefore, more research should be done, especially with respect to those under-used 

recognition technologies in educational contexts such as attention recognition, biometric information 

recognition, and math expression recognition.  

 

 

4.3. Schemes of the reviewed studies, such as the participants, data collection, and research design  

 

In the reviewed studies, we found that the largest proportion of participants comprised university and primary 

school students. This finding suggests that educators and scholars in most of the reviewed studies used 

recognition technologies to support either higher or primary education. This finding demonstrates that scholars 

did not involve other subjects (e.g., middle/secondary school students, in-service teachers, or participants 

involved in on-the-job training). We also found that, in almost one fifth of the studies, the participants’ 
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demographic information was not shown. Therefore, it is suggested that, in the future, studies can be carried out 

in educational settings involving these under-researched groups of learners. This would help enrich the 

knowledge base related to such groups. We also suggest that future studies provide the participants’ 

demographic information because it is important for the generalizability of the results, as well as for the internal 

and external validity of the cohort design. 

 

Many of the researchers used questionnaires to collect the participants’ views and perceptions, such as their 

degree of satisfaction with using the technology. Researchers also often used tests to measure learning outcomes. 

Questionnaires are very popular instruments to collect subjective data since the data can be collected easily from 

a large population. On the other hand, tests are very reliable instruments and are used for experimental studies to 

show the effectiveness of interventions. This finding suggests that other instruments were under-used by the 

researchers. Therefore, it is suggested that educators and researchers consider using other instruments as well.  

 

With respect to research design, nearly half of the studies set up group comparisons. Some studies compared the 

learning outcomes of the experimental group with those of a control group. This indicates that the most common 

experimental method in the reviewed studies was a group comparison. One major concern with this finding is the 

lack of any comparative analysis with other benchmark works in the field (i.e., other similar recognition 

technologies). In future studies, researchers may want to consider carrying out such comparative analyses 

because they may show how good/bad the results are compared to those when other similar recognition 

technologies are used. Our findings also show that, in previous studies, other research designs were considered 

less. For example, a design-based research approach was employed in only one study (Yanikoglu et al., 2017). In 

addition, descriptive, explanatory, or correlational research designs were not used at all. Therefore, we suggest 

that, in the future, scholars may want to use other designs in their research as well. According to our results, the 

research design was not specified in twenty-three studies, so scholars need to explicitly report such important 

information in the future. 

 

We found that research on recognition technologies can be divided into two main streams: development (i.e., 

some scholars developed and evaluated recognition technologies in their research) and application (i.e., some 

scholars applied existing recognition technologies to support learning and instruction). In the former, the 

researchers introduced the recognition technology system they developed, the framework and model used, and 

then evaluated the technology. For example, Bahreini et al. (2016) developed emotional recognition software and 

validated the recognition results. Daouas et al. (2018) proposed an emotionally intelligent e-learning system, 

introduced its architecture and the model used, and conducted a validation test. In the latter, the researchers used 

existing recognition technology tools and applied them to support learning and instruction. For example, Hao et 

al. (2010) and Hong et al. (2017) designed games based on gesture recognition to help learners learn Chinese. 

Mercier et al. (2017) studied cooperative learning with a multi-touch technology. Based on this finding, we 

suggest that various recognition technologies can be developed and tested based on different models and 

frameworks, or scholars may want to use existing recognition tools to support teaching and learning processes. 

 

 

4.4. Advantages and disadvantages of recognition technologies  

 

It is important for educators and researchers to know the advantages and disadvantages of recognition 

technologies and their applications to education. Such knowledge will enable stakeholders to use known 

advantages and to minimize known disadvantages in order for learning and instruction to be successful.  

 

Researchers have demonstrated that most recognition tools have the potential to support the teaching and 

learning process. Nevertheless, the results of this review study demonstrated that recognition technology 

accuracy is a common problem in studies on recognition technologies (Hsiao et al., 2015; Lindberg et al., 2016; 

Pacheco-Venegas et al., 2015; Yang & Liao, 2014). Therefore, it is suggested that, in the future, improving the 

accuracy of recognition technology remains an important issue. 

 

Another issue in recognition technology-related research arises from the fact that some technologies are intrusive 

or uncomfortable to use. For example, some students had a hard time keeping headsets used in recognition 

technology on their heads (Shadiev et al., 2017). This issue implies that it will be impossible to apply some of 

recognition technologies in real-life situations when the input data gas to be received by technologies during 

typical learning or working processes. Therefore, it should be noted that most of reviewed studies tested the 

effectiveness of recognition technology applications in laboratory settings, so how student learning outcomes can 

be improved in the real world is still not known. In this regard, we can say that application of recognition 

technologies to assist learning and instruction is still in the early stages of research. Therefore, more studies are 
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required, especially in real world settings where learning usually takes place (e.g., real classrooms, schools, 

communities, or homes), and how to make technologies less intrusive or make students less uncomfortable when 

using technologies needs to be considered in the future. Furthermore, such issues as the novelty effect, cost, 

privacy, security, and ethical issues while using recognition technologies need to be considered and reported in 

future studies.  

 

 

4.5. Trends 

 

The results demonstrated that trend toward publication is increasing. This suggests that recognition technologies 

are getting better in terms of their accuracy rates, ease of use, and usefulness for learning and instruction. As a 

result, scholars are beginning to pay more attention to such technologies and their applications to education. The 

results also showed that some technologies have received little attention in research compared to other 

technologies. For example, biometric information recognition or sign recognition were the least frequently used, 

and speech recognition or touch recognition were the most frequently used. This finding suggests that educators 

who are planning to apply recognition technologies and seek information about their desired applications to 

education may find very little about such recognition technologies such as biometric information recognition or 

sign recognition. Therefore, more research related to applications of such technologies in education is needed. 

 

Future studies may consider the extension of recognition technologies with other research tools. For example, 

recognition technologies can be combined with artificial intelligence to facilitate learning. Artificial intelligence 

(AI) contains multiple fields and content, and recognition technologies will ultimately be designed and 

developed for the artificial intelligence educational field. Therefore, multi-sensory recognition schemes will be a 

trend to improve accuracy in the future.  In addition, fueled by AI technology, recognition technology will 

become more accurate and smarter. In addition, the integration of virtual reality and recognition technology such 

as image-based AR is an important research issue worth investigating. In the future, researchers may also want to 

consider combining multiple recognition technologies to enhance learning. For example, it is possible to 

combine face and speech recognition in order to receive image and audio input from recognition systems that 

will improve accuracy rates and also make such systems more reliable. Finally, future recognition technologies 

can identify intrinsic mental and psychological activities, such as imagination, attention, and creativity, more 

accurately, and perhaps, future recognition machines can be trained to recognize targets more accurately.  

 

 

4.6. Research limitations 

 

Several limitations of this study need to be acknowledged and addressed in the future. We reviewed eighteen 

different recognition technologies in the application domains but not the technologies themselves. Therefore, 

scholars may wish to address this limitation in future studies.  

 

In this review study, we only included articles that our search yielded based on specific search terms. This 

approach could have excluded some articles on certain recognition technologies if their author/s did not use any 

of these terms (e.g., recognition). For example, our search yielded, and we reviewed, only three studies related to 

image-based AR (see Appendix I). However, one may argue that there are potentially many more related studies. 

Therefore, future studies may consider including other search terms in addition to those that were used in this 

study, e.g., future studies may use such search terms as “augmented reality” in order to identify more studies 

related to image-based AR.  

 

Another limitation relates to certain aspects of recognition technology applications intended to assist learning 

and instruction, such as its efficiency, accuracy, and cost. It would be very useful for educators and researchers 

to know how efficient, accurate, and costly certain recognition technology is and the relationship between such 

aspects and technology application for effective and successful learning and instruction, e.g., how accurate a 

recognition technology is and how its accuracy impacts learning and instruction outcomes. Exploring these 

aspects of recognition technologies were out of scope of the present research and should be considered by 

scholars in future review studies. 
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